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Abstract

The present article studies the finite Zariski tangent spaces to an affine variety
X as linear codes, in order to characterize their typical or exceptional properties by
global geometric conditions on X. We provide procedures for decreasing the length,
increasing the dimension or increasing the minimum distance of a single Fq-linear code
by families of codes, parameterized by ”almost all” the points of affine spaces over the
algebraic closure Fq of Fq. The article discusses simultaneous decoding of tangent
codes with fixed error support. The duals of the tangent codes to X are realized by
gradients of polynomials from the ideal of X.

1 Introduction

Codes with additional structure are usually equipped with a priori properties, which fa-
cilitate their characterization and decoding. For instance, algebro-geometric Goppa codes
allowed Tsfasman, Vlǎdut and Zink to improve the asymptotic Gilbert-Varshamov bound
on the information rate for a fixed relative minimum distance (cf.[15]). Justesen, Larsen,
Elbrønd, Jensen, Havemose, Høholdt, Skorobogatov, Vlǎdut, Krachkovskii, Porter, Du-
ursma, Feng, Rao and others developed efficient algorithms for decoding Goppa codes
after obtaining the error support of the received word (Pellikaan’s [11] is a survey on these
results.) Duursma’s considerations from [5] imply that the averaged homogeneous weight
enumerator of Goppa codes, associated with a complete set of representatives of the linear
equivalence classes of divisors of fixed degree is related to the ζ-polynomial of the un-
derlying curve (cf.[8] for the exact formulation). The realizations of codes by points of a
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Grassmannian, a determinantal variety or a modification of an arc provide other examples
for exploiting "an extra structure" on the objects under study.

The present article interprets the finite Zariski tangent spaces to an affine variety X,
defined over a finite field Fq as linear codes, in order to control the length, the dimension
and the minimum distance of these codes by the equations of X. We propose a procedure
for simultaneous decoding of tangent codes with fixed error support j = {j1, . . . , jt}. This
could be useful when the probability for the occurrence of an error support j is considerably
larger than the one for any other t-tuple of indices. The spaces of the received words with
error support j are described as tangent codes to appropriate affine varieties Yj . Under
some special choices of the equations of X, the parity check matrices of the tangent codes
to Yj are obtained from the ones for the tangent codes to X by removing t rows and t
columns. Nevertheless, our characterization of the spaces of received words with error
support j has high complexity and reduces to an exhaustive search.

By the very definition, the parity check matrices of the tangent codes to an affine variety
X are values of the Jacobian matrix of a generating set of the absolute ideal of X. We
exploit this in Chapter 4 for ”deforming” an abstract Fq-linear [n, k, d]-code C with genus
g := n+1−k−d > 0 into three families of linear codes, whose parameters are, respectively,
[n − 1, k, d], [n, k + 1, d] or [n, k, d + 1]. The aforementioned families are parameterized,
respectively, by ”almost all the points” of the affine spaces Fq

k, Fq
2(n−k) or Fq

n over the
algebraic closure Fq of Fq. The members of these families are called, respectively, length,
dimension and weight reductions of C and viewed as special cases of genus reductions of
C. In general, our construction takes place over a finite extension of the basic field Fq.
However, it detects and realizes the possibility for being accomplished over Fq itself.

In an analogy with the algebro-geometric Goppa codes, which have best decoding
capacity on the projective line P1(Fq), the tangent codes set up is most flexible on the
affine varieties X ⊂ Fq

n, isomorphic to Fq
k. The reason for this is that the irreducibility

of a generic affine variety X is very difficult to be gained by an explicit choice of the
equations of X, while the construction of ”twisted embeddings” of Fq

k can be done easily
in various ways (compare the constructions from Corollary 3, Proposition 6 and Corollary
14). The above considerations can be viewed as a testimony for the lack of coding theory
constructions, reflecting the advantages of the algebraic varieties of general type.

The tangent codes set up studies families of linear codes, whose parity check matrices
are the values of a given polynomial matrix. That suggests their possible applications to
the theory of convolutional codes (cf.Chapter 9 from [2]). Appropriate collections of finite
Zariski tangent spaces to families of affine varieties seem suitable for studying optimization
and asymptotic problems on linear codes, due to their ”geometrically integrable dynamical
nature”.

Here is a synopsis of the paper. Section 2 comprises some preliminaries on the Zariski
topology and the Zariski tangent spaces Ta(X,Fqm) to an affine variety X.

Our research starts in section 3 by studying the minimum distance d(Ta(X,Fqm)) of a
finite Zariski tangent space Ta(X,Fqm) to an irreducible affine variety X/Fa ⊂ Fq

n, defined
over Fq. Proposition 2 (i) establishes that if X has some tangent code of minimum distance
≥ d+1 then ”almost all” finite Zariski tangent spaces toX are of minimum distance ≥ d+1.
The existence of a non-finite puncturing Πγ : X → Πγ(X) at |γ| = d coordinates prohibits
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tangent codes of minimum distance ≥ d+ 1, according to Proposition 2 (ii). Proposition 2
(iii) provides two sufficient conditions for the presence of a lower bound d+1 on ”almost all”
tangent codes to X. For an arbitrary Fq-linear [n, k, d]-code C, Corollary 3 from subsection

3.1 designs such a ”twisted embedding” Fq
k

X-' ⊂ Fq
n
, tangent to C = T0n(X,Fq)

at the origin 0n, whose finite Zariski tangent spaces ”reproduce” the parameters [n, k, d]
of at ”almost all the points” of X. By Proposition 4, for any family π : C → Fnq of linear
codes π−1(a) = C(a) ⊂ Fnq there is an explicit (not necessarily irreducible) affine variety
X ⊂ Fq

n, whose Zariski tangent spaces Ta(X,Fq) ⊆ C(a) are contained in the members of
the family for ∀a ∈ Fnq .

Chapter 4 is devoted to the construction of families of genus reductions of an Fq-linear
[n, k, d]-code C of genus g := n + 1 − k − d > 0. Our family of length reductions of C
with parameters [n − 1, k, d] consists of ”almost all” tangent codes to the image Πn(X)

of the puncturing Πn : X → Πn(X) of a ”twisted embedding” Fq
k

X-' ⊂ Fq
n at

the last coordinate. The members of the other two families are also determined by their
parity check matrices, but are not tangent to affine varieties. The dimension reductions of
C with parameters [n, k + 1, d] are parameterized by ”almost all the points” of Fq

2(n−k).
Their parity check matrices are obtained by projecting the columns of a parity check
matrix H ∈ M(n−k)×n(Fq) of C on appropriate hyperplanes in Fq

n−k. The existence of a
polynomial parity check matrix of weight reductions of C with parameters [n, k,≥ d + 1]
is established by an induction on the columns of the corresponding parity check matrices.

The last chapter 5 discusses the simultaneous decoding of tangent codes with fixed
error support and the gradient codes. After fixing the coding theory set up of the de-
coding with fixed error support j ∈

(
1,...,n
t

)
, we identify the spaces Err(Ta(X,Fqm), j) of

the received words with Ta(X,Fqm)-error supported by j with the Zariski tangent spaces
Ta(Yj ,Fqm) of an affine variety Yj . If Πj : Fq

n → Fq
n−t is the puncturing at j and Πj(X)

is the Zariski closure of Πj(X) in Fq
n−t then Yj ' Fq

t × Πj(X) is the cylinder with base
Πj(X) in Fq

n. In general, Err(Ta(X,Fqm), j) = Ta(Yj ,Fqm) are described by the means
of Groebner bases of the absolute ideal of X (cf.Corollary 13). Corollary 14 provides

such a ”twisted embedding” Fq
k

X-' ⊂ Fq
n
, for which the parity check matrices

of Err(Ta(X,Fqm), j) are obtained from the ones for Ta(X,Fqm) by erasing t rows and
t columns. The Fqm-linear decoding maps Dec : Err(Ta(X,Fqm), j) → Ta(X,Fqm) arise
naturally from the coding theory set up as the composition of the puncturing Πj at j and
its inverse Π−1

j : Πj(Ta(X,Fqm)) → Ta(X,Fqm). The special choice of the equations of X
from Corollary 14 provides a uniform description of Dec at ”almost all the points” of X,
given by matrices of rational functions of x1, . . . , xn with coefficients from Fq. The last
subsection 5.3 describes the duals of the tangent codes Ta(X,Fqm) to X as the gradient
codes GradaI(X,Fqm) of the ideals of X over Fqm . In the special case of an existence of a
polynomial h ∈ I(X,Fq)\{0} in at most d variables, Proposition 16 establishes the Zariski
density of the locus X(≤d+1)

grad ⊆ X of the gradient codes of minimum distance ≤ d+ 1.
A forthcoming article is going to relate some standard operations on tangent codes

with appropriate operations of the associated affine varieties. It is going to discuss the
construction of morphisms of affine varieties, whose differentials are Hamming isometries
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of the corresponding tangent codes.
Acknowledgements: The authors are extremely grateful to the referee of the jour-

nal ”Finite Fields and their Applications”, who generously shared his/her insight on the
problem through specific remarks and suggestions. The research is partially supported
by Contract 015/2014 and Contract 144/2015 with the Scientific Foundation of Kliment
Ohridski University of Sofia.

2 Algebraic geometry preliminaries

Let Fq = ∪∞m=1Fqm be the algebraic closure of the finite field Fq with q elements and Fq
n

be the n-dimensional affine space over Fq. An affine variety X ⊂ Fq
n is the common zero

set
X = V (f1, . . . , fm) = {a ∈ Fq

n | f1(a) = . . . = fm(a) = 0}

of polynomials f1, . . . , fm ∈ Fq[x1, . . . , xn]. We say that X ⊂ Fq
n is defined over Fq and

denote X/Fq ⊂ Fq
n if the absolute ideal

I(X,Fq) := {f ∈ Fq[x1, . . . , xn] | f(a) = 0, ∀a ∈ X}

of X is generated by polynomials f1, . . . , fm ∈ Fq[x1, . . . , xn] with coefficients from Fq.
The affine subvarieties ofX form a family of closed subsets. The corresponding topology

is referred to as the Zariski topology on X. The Zariski closure M of a subset M ⊆ X
is defined as the intersection of the Zariski closed subsets Z of X, containing M . It is
easy to observe that M = V I(M,Fq) is the affine variety of the absolute ideal I(M,Fq) /
Fq[x1, . . . , xn] of M . A subset M ⊆ X is Zariski dense if its Zariski closure M = X
coincides with X. A property P(a), depending on a point a ∈ Fq

n holds at a generic point
of an affine variety X ⊂ Fq

n if there is a Zariski dense subset M ⊆ X, such that P(a) is
true for all a ∈M .

An affine variety X ⊂ Fq
n is irreducible if any decomposition X = Z1 ∪ Z2 into a

union of Zariski closed subsets Zj ⊆ X has Z1 = X or Z2 = X. This holds exactly
when the absolute ideal I(X,Fq) / Fq[x1, . . . , xn] of X is prime, i.e. fg ∈ I(X,Fq) for
f, g ∈ Fq[x1, . . . , xn] requires f ∈ I(X,Fq) or g ∈ I(X,Fq). A prominent property of the
irreducible affine varieties X is the Zariski density of an arbitrary non-empty Zariski open
subset U ⊆ X. This is equivalent to U ∩W 6= ∅ for any non-empty Zariski open subsets
U ⊆ X and W ⊆ X.

For an arbitrary irreducible affine variety X/Fq ⊂ Fq
n, defined over Fq and an arbitrary

constant field Fq ⊆ F ⊆ Fq, the affine coordinate ring

F [X] := F [x1, . . . , xn]/I(X,F )

of Xover F is an integral domain. The fraction field

F (X) :=

{
ϕ1

ϕ2

∣∣∣ ϕ1, ϕ2 ∈ F [X], ϕ2 6= 0 ∈ F [X]

}
of F [X] is called the functional field of X over F . The points a ∈ X correspond to the
maximal ideals I(a,Fq) / Fq[x1, . . . , xn], containing I(X,Fq). For any F -rational point
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a ∈ X(F ) := X ∩ Fn the localization

Oa(X,F ) :=

{
ϕ1

ϕ2

∣∣∣ ϕ1, ϕ2 ∈ F [X], ϕ2(a) 6= 0

}
of F [X] at F [X] \ (I(a, F )/I(X,F )) is the local ring of a in X over F . An F -linear
derivationDa : Oa(X,F )→ F at a ∈ X(F ) is an F -linear map, subject to Leibnitz-Newton
rule Da(ψ1ψ2) = Da(ψ1)ψ2(a) +ψ1(a)Da(ψ2) for ∀ψ1, ψ2 ∈ Oa(X,F ). The F -linear space

Ta(X,F ) := Dera(Oa(X,F ), F )

of the F -linear derivations Da : Oa(X,F ) → F at a ∈ X(F ) is called the Zariski tangent
space to X at a over F .

In order to derive a coordinate description of Ta(X,F ), note that any F -linear deriva-
tion Da : Oa(X,F ) → F at a ∈ X(F ) restricts to an F -linear derivation Da : F [X] → F
at a. According to

Da(ϕ1) = Da

(
ϕ1

ϕ2

)
ϕ2(a) +

ϕ1(a)

ϕ2(a)
Da(ϕ2) for ∀ϕ1, ϕ2 ∈ F [X] with ϕ2(a) 6= 0,

any F -linear derivation Da : F [X]→ F at a ∈ X(F ) has unique extension to an F -linear
derivation Da : Oa(X,F )→ F at a. In such a way, there arises an F -linear isomorphism

Ta(X,F ) ' Dera(F [X], F ).

Any F -linear derivation Da : F [X]→ F of the affine ring F [X] of X at a ∈ X(F ) lifts to
an F -linear derivation Da : F [x1, . . . , xn] → F of the polynomial ring at a, vanishing on
the ideal I(X,F ) of X over F . If I(X,F ) = 〈f1, . . . , fm〉F / F [x1, . . . , xn] is generated by
f1, . . . , fm ∈ F [x1, . . . , xn] then for arbitrary g1, . . . , gm ∈ F [x1, . . . , xn] one has

Da

(
m∑
i=1

figi

)
=

m∑
i=1

Da(fi)gi(a)

and the Zariski tangent space

Ta(X,F ) ' {Da ∈ Dera(F [x1, . . . , xn], F ) | Da(f1) = . . . = Da(fm) = 0}

to X at a consists of the derivations Da : F [x1, . . . , xn]→ F at a, vanishing on f1, . . . , fm.
In such a way, the coordinate description of Ta(X,F ) reduces to the coordinate description
of

Dera(F [x1, . . . , xn], F ) = Dera(F [Fq
n
], F ) = Ta(Fq

n
, F ).

In order to endow Ta(Fq
n
, F ) with a basis over F , let us note that the polynomial ring

F [x1, . . . , xn] = F [x1 − a1, . . . , xn − an] = ⊕∞i=0F [x1 − a1, . . . , xn − an](i)

has a natural grading by the F -linear spaces F [x1−a1, . . . , xn−an](i) of the homogeneous
polynomials on x1 − a1, . . . , xn − an of degree i ≥ 0. An arbitrary F -linear derivation
Da : F [x1, . . . , xn] → F at a ∈ Fn vanishes on F [x1 − a1, . . . , xn − an](0) = F and on the
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homogeneous polynomials F [x1 − a1, . . . , xn − an](i) of degree i ≥ 2. Thus, Da is uniquely
determined by its restriction to the n-dimensional space

F [x1 − a1, . . . , xn − an](1) = SpanF (x1 − a1, . . . , xn − an)

over F . That enables to identify the Zariski tangent space

Ta(Fq
n
, F ) ' Dera(F [x1, . . . , xn], F ) ' HomF (F [x1 − a1, . . . , xn − an](1), F )

to Fq
n at a with the space of the F -linear functionals on F [x1 − a1, . . . , xn − an](1). Note

that x1 − a1, . . . , xn − an is a basis of F [x1 − a1, . . . , xn − an](1) over F and denote by(
∂
∂x1

)
a
, . . . ,

(
∂
∂xn

)
a
its dual basis. In other words,

(
∂
∂xj

)
a
∈ Ta(Fq

n
, F ) are the uniquely

determined F -linear functionals on F [x1 − a1, . . . , xn − an](1) with(
∂

∂xj

)
a

(xi − ai) = δij =

{
1 for 1 ≤ i = j ≤ n,
0 for 1 ≤ i 6= j ≤ n.

As a result, the Zariski tangent space to X at a ∈ X(F ) over F can be described as

Ta(X,F ) =

v =

n∑
j=1

vj

(
∂

∂xj

)
a

∣∣∣ n∑
j=1

vj
∂fi
∂xj

(a) = 0, 1 ≤ i ≤ m


for any generating set f1, . . . , fm of I(X,F ) = 〈f1, . . . , fm〉F . If

∂f

∂x
=
∂(f1, . . . , fm)

∂(x1, . . . , xn)
=

 ∂f1

∂x1
. . . ∂f1

∂xn

∂fm
∂x1

. . . ∂fm
∂xn


is the Jacobian matrix of f1, . . . , fm and F = Fqs is a finite field then Ta(X,Fqs) ⊂ Fnqs is
the Fqs-linear code with parity check matrix ∂f

∂x (a) ∈Mm×n(Fqs).
Let X/Fq ⊂ Fq

n be an irreducible affine variety, defined over Fq and a = (a1, . . . , an) ∈
X. The minimal extension Fqδ(a) := Fq(a1, . . . , an) of the basic field Fq, which contains
the components of a is called the definition field of a. If Fqδ(ai) = Fq(ai) are the definition
fields of ai ∈ Fq over Fq then δ(a) is the least common multiple of δ(a1), . . . , δ(an). Note
that a ∈ X(Fqm) := X ∩Fnqm is an Fqm-rational point if and only if δ(a) divides m. For all
l ∈ N the Zariski tangent spaces Ta(X,Fqlδ(a)) have one and a same parity check matrix

∂f

∂x
(a) :=

∂(f1, . . . , fm)

∂(x1, . . . , xn)
(a) ∈Mm×n(Fqδ(a))

and are uniquely determined by Ta(X,Fqδ(a)) as the tensor products

Ta(X,Fqlδ(a)) = Ta(X,Fqδ(a))⊗F
qδ(a)

Fqlδ(a) .

In particular, Ta(X,Fqδ(a)) and Ta(X,Fqlδ(a)) have equal dimension n− rkF
qδ(a)

∂f
∂x (a) over

Fqδ(a) , respectively, over Fqlδ(a) . The minimum distances of Ta(X,Fqδ(a)) and Ta(X,Fqlδ(a))
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coincide, as far as they equal the minimal natural number d for which ∂f
∂x (a) has d lin-

early dependent columns. From now on, we write dimTa(X,Fqδ(a)) for the dimension of
Ta(X,Fqδ(a)) over Fqδ(a) .

Let X = X1∪ . . .∪Xs be a reducible affine variety and a ∈ Xi1∩ . . .∩Xir with 1 ≤ i1 <
. . . < ir ≤ s be a common point of r ≥ 2 irreducible components Xij of X. In general, Xij

have different Zariski tangent spaces at a and the union Ta(Xi1 ,Fqδ(a))∪. . .∪Ta(Xir ,Fqδ(a))
is not an Fqδ(a)-linear subspace of Fn

qδ(a) . That is why we define the Zariski tangent space
Ta(X,Fqδ(a)) to a reducible variety X ⊂ Fq

n at a point a ∈ X as the Fqδ(a)-linear code of
length n with parity check matrix

∂f

∂x
(a) =

∂(f1, . . . , fm)

∂(x1, . . . , xn)
(a) ∈Mm×n(Fqδ(a)),

for some generators f1, . . . , fm ∈ Fq[x1, . . . , xn] of I(X,Fq) = 〈f1, . . . , fm〉Fq .
For an arbitrary finite set S and an arbitrary natural number t ≤ |S| let us denote

by
(
S
t

)
the collection of the t-sets of S, i.e., the family of the unordered subsets of S of

cardinality t. In the case of S = {1, . . . , n}, we write
(

1,...,n
t

)
instead of

({1,...,n}
t

)
.

For a systematic study of the Zariski tangent spaces to an affine variety see [13], [1],
[10], [12] or [6].

3 Immediate properties of tangent codes construction

3.1 Typical minimum distance of a tangent code

For an arbitrary subset γ ∈
(

1,...,n
d

)
of {1, . . . , n} of cardinality d, the erasing

Πγ : Fq
n −→ Fq

n−d

of the components xγ = (xγ1 , . . . , xγd), labeled by γ = {γ1, . . . , γd} is called the puncturing
at γ. If ¬γ = {1, . . . , n} \ γ = {δ1, . . . , δn−d} is the complement of γ then

Πγ(x1, . . . , xn) = x¬γ = (xδ1 , . . . , xδn−k).

The minimum distance of a linear code C ⊂ Fnq is related to the kernels of the puncturings
of C. Note that the puncturing

Πγ : Ta(X,Fqδ(a)) −→ ΠγTa(X,Fqδ(a)) ⊆ Fn−|γ|
qδ(a)

of a finite Zariski tangent space to X coincides with the differential

Πγ = (dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))

of the puncturing
Πγ : X −→ Πγ(X)

of the corresponding irreducible affine variety X. That allows to study the minimum
distance of Ta(X,Fqδ(a)) by the global properties of Πγ : X → Πγ(X).
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In order to formulate precisely, let us recall that a finite morphism ϕ : X → ϕ(X) is
called separable if the finite extension Fq(ϕ(X)) ⊆ Fq(X) of the corresponding function
fields is separable. This means that the minimal polynomial gξ(t) ∈ Fq(ϕ(X))[t] of an
arbitrary element ξ ∈ Fq(X) over Fq(ϕ(X)) has no multiple roots.

A morphism ϕ : X → ϕ(X) is etale at some point a ∈ X, if the differential (dϕ)a :
Ta(X,Fqδ(a)) → Tϕ(a)(ϕ(X),Fqδ(a)) of ϕ at a is an Fqδ(a)-linear embedding. Let us denote
by Etale(ϕ) the set of the points a ∈ X, at which the morphism ϕ : X → ϕ(X) is etale.

Lemma 1. Let us suppose that X/Fq ⊂ Fq
n is an irreducible affine variety, defined over

Fq and Πγ : X → Πγ(X) ⊆ Fq
n−d is its puncturing at γ ∈

(
1,...,n
d

)
.

(i) The etale locus

Etale(Πγ) = X \ V
(

det
∂fδ
∂xγ

∣∣∣ δ ∈
(

1, . . . ,m

d

))
(1)

is a Zariski open subset of X.
(ii) If the set Etale(Πγ) ∩ Π−1

γ (Πγ(X)smooth) 6= ∅ is non-empty then the puncturing
Πγ : X → Πγ(X) is a finite morphism, Etale(Πγ) ∩Π−1

γ (Πγ(X)smooth) ⊆ Xsmooth and the
differentials

(dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))

are surjective at all the points a ∈ Etale(Πγ) ∩Π−1
γ (Πγ(X)smooth).

(iii) If the puncturing Πγ : X → Πγ(X) is a finite separable morphism then the inter-
section Etale(Πγ) ∩ Π−1

γ (Πγ(X)smooth) 6= ∅ is a Zariski dense subset of X. In particular,
for a finite Πγ : X → Πγ(X), whose degree deg Πγ := [Fq(X) : Fq(Πγ(X))] is relatively
prime to p = charFq the subset ∅ 6= Etale(Πγ) ∩Π−1

γ (Πγ(X)smooth) ⊆ X is Zariski dense.

Proof. (i) The kernel of the differential (dΠγ)a : Ta(X,Fqδ(a)) → TΠγ(a)(Πγ(X),Fqδ(a))
consists of the tangent vectors v(a) ∈ Ta(X,Fqδ(a)) with support Supp(v(a)) ⊆ γ. Thus,
ker(dΠγ) 6= {0n} exactly when rk ∂f

∂xγ
(a) < d. That justifies

X \ Etale(Πγ) = X ∩ V
(

det
∂fδ
∂xγ

∣∣∣ δ ∈ (1, . . . ,m

d

))
,

whereas (1).
(ii) Let us observe that dimTa(X,Fqδ(a)) ≥ dimX = k at all the points a ∈ X. If

a ∈ Etale(Πγ) ∩ Π−1
γ (Πγ(X)smooth) then (dΠγ)a : Ta(X,Fqδ(a)) → TΠγ(a)(Πγ(X),Fqδ(a))

is injective and dimTΠγ(a)(Πγ(X),Fqδ(a)) = dim Πγ(X). Combining with the inequality
dim Πγ(X) ≤ dimX, one obtains

dimX ≤ dimTa(X,Fqδ(a)) = dim(dΠγ)aTa(X,Fqδ(a)) ≤ dimTΠγ(a)(Πγ(X),Fqδ(a)) =

dim Πγ(X) ≤ dimX.

Therefore (dΠγ)aTa(X,Fqδ(a)) = TΠγ(a)(Πγ(X),Fqδ(a)), dimX = dimTa(X,Fq) and the
dimensions dim Πγ(X) = dimX coincide. In other words, the differential

(dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))
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is surjective, a ∈ Xsmooth is a smooth point and Πγ : X → Πγ(X) is a finite morphism.
(iii) Without loss of generality, assume that γ = {1, . . . , d}, ¬γ := {1, . . . , n} \ γ =

{d + 1, . . . , n} and note that the puncturing Πγ : X → Πγ(X) is a finite morphism if
and only if xs := xs + I(X,Fq) ∈ Fq(X) are algebraic over Fq(Πγ(X)) = Fq(x¬γ) for all
1 ≤ s ≤ d. Let gs(xs) ∈ Fq(Πγ(X))[xs] be the minimal polynomial of xs over Fq(Πγ(X))
and fs(xs, x¬γ) ∈ Fq[xs, x¬γ ] be the product of gs with the least common multiple of
the denominators of the coefficients of gs. Then fs(xs, x¬γ) is irreducible in Fa[xs, x¬γ ]
and defined up to a multiple from Fq

∗. Moreover, fs(xs, x¬γ) ∈ I(X,Fq) is of minimal
degree degxs fs(xs, x¬γ) = deg gs(xs) = degFq(Πγ(X)) xs with respect to xs. According to
f1, . . . , fd ∈ I(X,Fq), the Zariski tangent space Ta(X,Fqδ(a)) at an arbitrary point a ∈ X
is contained in the Fqδ(a)-linear code C(a) with parity check matrix

∂(f1, . . . , fd)

∂(x1, . . . , xn)
(a) =


∂f1

∂x1
(a) . . . 0 ∂f1

∂xd+1
(a) . . . ∂f1

∂xn
(a)

. . . . . . . . . . . . . . . . . .

0 . . . ∂fd
∂xd

(a) ∂fd
∂xd+1

(a) . . . ∂fd
∂xn

(a)

 .

Note that Π−1
γ (Πγ(X)smooth) is a non-empty, Zariski open, Zariski dense subset of the

irreducible affine variety X and Etale(Πγ) ⊆ X is Zariski open by (i), so that the in-
tersection Etale(Πγ) ∩ Π−1

γ (Πγ(X)smooth) = ∅ only when Etale(Πγ) = ∅. We claim
that Etale(Πγ) = ∅ requires the inseparability of xs := xs+ ∈ I(X,Fq) ∈ Fq(X) over
Fq(Πγ) for some 1 ≤ s ≤ d. This suffices for Etale(Πγ) ∩ Π−1

γ (Πγ(X)smooth) 6= ∅ in the
case of a finite separable morphism Πγ : X → Πγ(X). Note that the inseparability of
xs := xs+ ∈ I(X,Fq) ∈ Fq(X) over Fq(Πγ) holds only when p = charFq divides the degree

degFq(Πγ(X)) xs := [Fq(Πγ(X))(xs) : Fq(Πγ(X))]

of xs over Fq(Πγ(X)). Bearing in mind that the degree degFq(Πγ(X)) xs of xs divides
the degree deg Πγ = [Fq(X) : Fq(Πγ(X))] of Πγ , one concludes that the intersection
Etale(Πγ) ∩Π−1

γ (Πγ(X)smooth) 6= ∅ is non-empty in the case of GCD(deg Πγ , p) = 1.
By the very definition of an etale morphism, Etale(Πγ) = ∅ amounts to the existence

of a nowhere vanishing vector field v : X →
∐
a∈X

Ta(X,Fqδ(a)) with Suppv(a) ⊆ γ for all

a ∈ X. Then v(a) ∈ C(a) for all a ∈ X and rk ∂(f1,...,fd)
∂(x1,...,xd)(a) < d. Thus,

det
∂(f1, . . . , fd)

∂(x1, . . . , xd)
(a) =

d∏
s=1

∂fs
∂xs

(a) = 0 for ∀a ∈ X

and
d∏
s=1

∂fs
∂xs
∈ I(X,Fq). The absolute ideal I(X,Fq) / Fq[x1, . . . , xn] of the irreducible

affine variety X is prime, so that ∂fs
∂xs
∈ I(X,Fq) for some 1 ≤ s ≤ d. Since fs(xs, x¬γ) ∈

I(X,Fq) is of minimal degxs fs(xs, x¬γ) and degxs
∂fs(xs,x¬γ)

∂xs
< degxs fs(xs, x¬γ), there

follows ∂fs(xs,x¬γ)
∂xs

≡ 0Fq ∈ Fq[xs, x¬γ ]. As a result, ∂gs(xs)∂xs
≡ 0 and xs is inseparable over

Fq(Πγ(X)).
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Note that Lemma 1 (ii) establishes a sort of a generalization of the Implicit Function
Theorem, according to which any puncturing Πγ : X → Πγ(X) with an injective differential
at some point a ∈ Π−1

γ (Πγ(X))smooth is a finite morphism.
For an arbitrary irreducible affine variety X/Fq ⊂ Fq

n, defined over Fq, let us denote
by

X(≤d) := {a ∈ X | d(Ta(X,Fqδ(a)) ≤ d}

the set of the points a ∈ X, at which the finite Zariski tangent spaces are of minimum
distance ≤ d. Similarly, put

X(d) := {a ∈ X | d(Ta(X,Fqδ(a)) = d} and

X(≥d) := {a ∈ X | d(X,Fqδ(a)) ≥ d}.

The next proposition establishes that if an irreducible affine variety X admits a tangent
code Ta(X,Fqδ(a)) of minimum distance ≥ d + 1 then "almost all" finite Zariski tangent
spaces to X are of minimum distance ≥ d + 1. If there is a non-finite puncturing Πγ :
X → Πγ(X) at |γ| = d variables, we show that all the tangent codes to X are of minimum
distance ≤ d. When all the puncturings Πγ : X → Πγ(X) at |γ| = d variables are finite
and separable, the minimum distance of a finite Zariski tangent space to X is bounded
below by d+ 1 at "almost all" the points of X.

Proposition 2. Let X/Fq ⊂ Fq
n be an irreducible affine variety of dimension k ∈ N,

defined over Fq.
(i) For an arbitrary natural number d ≤ n− k + 1 the locus

X(≥d+1) = ∩γ∈(1,...,n
d )Etale(Πγ) =

X \ V

 ∏
i∈(1,...,n

d )

det
∂fϕ(i)

∂xi

∣∣∣ ∀ϕ :

(
1, . . . , n

d

)
→
(

1, . . . ,m

d

)
is a Zariski open subset of X.

(ii) If there is a non-finite puncturing Πγ : X → Πγ(X) at |γ| = d coordinates then
X = X(≤d). Moreover, in the case of X(d) 6= ∅ the locus X(d) = X(≥d) is a Zariski dense,
Zariski open subset of X.

(iii) If for any γ ∈
(

1,...,n
d

)
the puncturing Πγ : X → Πγ(X) is finite and separable

then the subset X(≥d+1) ⊆ X is Zariski dense. In particular, if for any γ ∈
(

1,...,n
d

)
the

puncturing Πγ : X → Πγ(X) is a finite morphism with GCD(deg Πγ , charFq) = 1 for
deg Πγ := [Fq(X) : Fq(Πγ(X))] then X(≥d+1) is a Zariski dense subset of X.

Proof. (i) Let us observe that a ∈ X(≥d+1) if and only if there is no tangent vector v ∈
Ta(X,Fqδ(a)) \ {0n} with Supp(v) ⊆ γ for some γ ∈

(
1,...,n
d

)
. That amounts to

ker(dΠγ)a = {v ∈ Ta(X,Fqδ(a)) | Supp(v) ⊆ γ} = {0n}

and holds exactly when a ∈ Etale(Πγ) for ∀γ ∈
(

1,...,n
d

)
.
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Let I(X,Fq) = 〈f1, . . . , fm〉 / Fq[x1, . . . , xn] for some f1, . . . , fm ∈ Fq[x1, . . . , xn]. Then
a ∈ X(≥d+1) exactly when any d-tuple of columns of ∂f

∂x (a) is linearly independent. In
other words, rk ∂f

∂xi
(a) = rk ∂(f1,...,fm)

∂(xi1 ,...,xid )(a) = d for all i ∈
(

1,...,n
d

)
. By k = dimX ≥ n −m

there follows m ≥ n − k ≥ d and rk ∂f
∂xi

(a) = d is equivalent to det
∂fγ
∂xi

(a) 6= 0 for some
γ ∈

(
1,...,m
d

)
. Thus,

X(≥d+1) = ∩i∈(1,...,n
d )

[
∪γ∈(1,...,m

d )

(
X \ V

(
det

∂fγ
∂xi

))]
=

∩i∈(1,...,n
d )

[
X \ V

(
det

∂fγ
∂xi

∣∣∣ γ ∈ (1, . . . ,m

d

))]
=

X \ ∪i∈(1,...,n
d )V

(
det

∂fγ
∂xi

∣∣∣ γ ∈ (1, . . . ,m

d

))
=

X \ V

 ∏
i∈(1,...,n

d )

det
∂fϕ(i)

∂xi

∣∣∣ ϕ :

(
1, . . . , n

d

)
→
(

1, . . . ,m

d

) ,

(2)

where ϕ :
(

1,...,n
d

)
→
(

1,...,m
d

)
vary over all the maps of the collection of the subsets of

{1, . . . , n} of cardinality d in the family of the subsets of {1, . . . ,m} of cardinality d. The

last equality in (2) follows from ∪i∈(1,...,n
d )V (Si) = V

 ∏
i∈(1,...,n

d )
Si

 for

∏
i∈(1,...,n

d )

Si :=


∏

i∈(1,...,n
d )

gi | gi ∈ Si

 , Si :=

{
det

∂fγ
∂xi

∣∣∣ γ ∈ (1, . . . ,m

d

)}
.

(ii) We claim that at any point a ∈ Π−1
γ (Πγ(X)smooth) the Zariski tangent space

Ta(X,Fqδ(a)) contains a non-zero word, supported by γ. To this end, it suffices to es-
tablish that the differential

(dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))

of Πγ at a is non-injective. Assume the opposite, i.e., that ker(dΠγ)a = 0. Then

k ≤ dimTa(X,Fqδ(a)) ≤ dimTΠγ(a)(Πγ(X),Fqδ(a)) = dim Πγ(X).

The morphism Πγ : X → Πγ(X) is not finite, so that dim Πγ(X) < dimX = k. That
leads to a contradiction and implies that ker(dΠγ)a 6= 0 for ∀a ∈ Π−1

γ (Πγ(X)smooth). As
a result, Π−1

γ (Πγ(X)smooth) ⊆ X(≤d). According to (i), X(≤d) is a Zariski closed subset of
X. The non-empty, Zariski open, Zariski dense subset Π−1

γ (Πγ(X)smooth) of X is Zariski
dense, so that

X = Π−1
γ (Πγ(X)smooth) ⊆ X(≤d) = X(≤d),

whereas X = X(≤d). Now, X(d) = X(≤d) ∩X(≥d) = X ∩X(≥d) = X(≥d) is a Zariski open
subset of X, whereas Zariski dense for X(d) 6= ∅.
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(iii) According to Lemma 1 (iii), if Πγ : X → Πγ(X) is a finite and separable morphism
or a finite morphism with GCD(deg Πγ , charFq) = 1 then Etale(Πγ)∩Π−1

γ (Πγ(X)smooth) 6=
∅. In particular, Etale(Πγ) 6= ∅. Since Etale(Πγ) is Zariski open by Lemma 1 (i), the
finite intersection X(≥d+1) = ∩γ∈(1,...,n

d )Etale(Πγ) of the non-empty, Zariski open subsets
Etale(Πγ) ⊆ X is a non-empty, Zariski open, Zariski dense subset of the irreducible affine
variety X.

The proof of Proposition 2 (iii) reveals that for any point a ∈ X(d) there exists a d-tuple
of indices γ ∈

(
1,...,n
d

)
, such that the puncturing Πγ : X → Πγ(X) is not etale at a.

3.2 Reproducing the dimension and the minimum distance of a code

For an arbitrary Fq-linear [n, k, d]-code C we provide explicit equations of a twisted em-
bedding X/Fq ⊂ Fq

n of Fq
k, whose tangent codes Ta(X,Fqδ(a)) at a generic point a ∈ X

reproduce the length n, the dimension k and the minimum distance d of C.

Corollary 3. Let C be an Fq-linear [n, k, d]-code and σ ∈
(

1,...,n
d

)
be a support of a non-

zero word c ∈ C \ {0n}. Then there is a smooth irreducible k-dimensional affine variety
X/Fq ⊂ Fq

n, isomorphic to Fq
k, such that 0n ∈ X, T0n(X,Fq) = C, and c ∈ Ta(X,Fqδ(a))

for all a ∈ X.
In particular, X = X(≤d) and Ta(X,Fqδ(a)) are [n, k, d]-codes at all the points a of the

Zariski open, Zariski dense subset ∅ 6= X(d) = X(≥d) of X.

Proof. Let H ∈ M(n−k)×n(Fq) be a parity check matrix of the code C with columns
Hs ∈ M(n−k)×1(Fq) and σ′ = σ \ {σd} for some σd ∈ σ. Since C is of minimum distance
d, the columns of H, labeled by σ′ are linearly independent. Bearing in mind that H is of
rk(H) = n− k, one concludes the existence of τ ∈

({1,...,n}\σ
n−k−d+1

)
, such that the square matrix

Hσ′∪τ = (Hσ′Hτ ) ∈M(n−k)×(n−k)(Fq) is non-singular. For any s ∈ σ∪ τ and 1 ≤ i ≤ n−k
let fi,s(xs) := Hi,sxs. In the case of s ∈ {1, . . . , n} \ (σ ∪ τ) and 1 ≤ i ≤ n− k take

fi,s(xs) := Hi,sxs +
∑
r≥2

bi,s,rx
r
s ∈ Fq[xs]

for arbitrary r ∈ N \ {1}, bi,s,r ∈ Fq. Consider the polynomials

fi(x1, . . . , xn) :=

n∑
s=1

fi,s(xs) =

n∑
s=1

Hi,sxs +
∑

s∈{1,...,n}\(σ∪τ)

∑
r≥2

bi,s,rx
r
s for ∀1 ≤ i ≤ n− k

and the affine variety X := V (f1, . . . , fn−k) ⊂ Fq
n, defined over Fq. Let us denote ρ :=

{1, . . . , n} \ (σ′ ∪ τ) and observe that fi(x1, . . . , xn) = 0 are equivalent to
∑

s∈σ′∪τ
Hi,sxs =

gi(xρ) for some gi(xρ) ∈ Fq[xρ] and any 1 ≤ i ≤ n− k. Viewing xσ′∪τ as a column, formed
by the variables, labeled by σ′ ∪ τ ∈

(
1,...,n
n−k

)
, one can write the equations of X in the form

Hσ′∪τ xσ′∪τ =

 g1(xρ)
. . .

gn−k(xρ)

 .
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The invertibility of Hσ′∪τ allows to represent them in the form

xσ′∪τ = (Hσ′∪τ )−1

 g1(xρ)
. . .

gn−k(xρ)

 .

Thus, the puncturing Πσ′∪τ : X → Fq
k at σ′ ∪ τ ∈

(
1,...,n
n−k

)
is biregular, with inverse

(Πσ′∪τ )−1(xρ) =

(Hσ′∪τ )−1

 g1(xρ)
. . .

gn−k(xρ)

 , xρ

 .

In particular, X is a smooth irreducible affine variety of dimension dimX = k.
The tangent spaces Ta(X,Fqδ(a)) at all the points a ∈ X are linear codes of length n and

dimension k, whose parity check matrices ∂(f1,...,fn−k)
∂(x1,...,xn) (a) have columns Hσ∪τ , labeled by

σ ∪ τ ∈
(

1,...,n
n−k+1

)
. That is why c ∈ C with Supp(c) = σ belongs to Ta(X,Fqδ(a)) for ∀a ∈ X

and the minimum distance d(Ta(X,Fqδ(a))) ≤ d at ∀a ∈ X. In other words, X = X(≤d). By

the very construction of fi(x1, . . . , xn) one has 0n ∈ X and ∂(f1,...,fn−k)
∂(x1,...,xn) (0n) = H, whereas

T0n(X,Fq) = C. As a result, 0n ∈ X(d) = X(≥d) is non-empty and the finite Zariski
tangent space Ta(X,Fqδ(a)) to X at a generic point a is an [n, k, d]-code.

The above proposition reveals that a single linear code C does not reflect global prop-
erties of the affine varieties X, tangent to C at some point a ∈ X. It illustrates how the
equations of X govern the behavior of a generic tangent code to X.

3.3 Inscription of Zariski tangent spaces in families of linear codes

Proposition 4. Let C → S be a family of Fq-linear codes C(a) ⊂ Fnq , a ∈ S of arbitrary
dimension and minimum distance, parameterized by a subset S ⊆ Fnq . Then there exists a
(not necessarily irreducible) affine variety X ⊆ Fq

n, containing all the Fq-rational points
Fnq of Fq

n and such that Ta(X,Fq) ⊆ C(a) at ∀a ∈ S.

Proof. Let us choose a family H → S of parity-check matrices H(a) ∈ M(n−k)×n(Fq) of
C(a) ⊂ Fnq for all a ∈ S and denote by H(a)ij ∈ Fq the entries of these matrices. For an
arbitrary β ∈ Fq, consider the Lagrange basis polynomial

LβFq(t) :=
∏

α∈Fq\{β}

t− α
β − α

with LβFq(t)(β) = 1 and LβFq(t)|Fq\{β} = 0. Straightforwardly,

L0
Fq(t) = −tq−1 + 1 and LβFq(t) = −tq−1 −

q−2∑
s=1

β−sts for ∀β ∈ F∗q .
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Let us denote by

Φp : Fq
n −→ Fq

n
,

Φp(a1, . . . , an) = (ap1, . . . , a
p
n) for ∀a = (a1, . . . , an) ∈ Fq

n

the Frobenius automorphism of degree p = charFq and consider the polynomials

fi(x1, . . . , xn) :=∑
b∈Φp(S)

 n∑
j=1

H(Φ−1
p (b))ij(xj − xqj)

Lb1Fq(xp1) . . . LbnFq(x
p
n) ∈ Fq[x1, . . . , xn]

for 1 ≤ i ≤ n − k. The affine algebraic set X := V (f1, . . . , fn−k) ⊂ Fq
n is claimed to

satisfy the announced conditions. First of all, X passes through all the Fq-rational points
Fnq of the affine space Fq

n, as far as any a = (a1, . . . , an) ∈ Fnq has components aj = aqj
and fi(a1, . . . , an) = 0 for ∀1 ≤ i ≤ n − k. The partial derivatives of fi are ∂fi

∂xj
=∑

b∈Φp(S)

H(Φ−1
p (b))ijL

b1
Fq(x

p
1) . . . LbnFq(x

p
n) and their values at a ∈ S ⊆ Fnq equal ∂fi

∂xj
(a) =

H(Φ−1
p Φp(a))ij = H(a)ij . Note that the composition of Lagrange interpolation polynomials

with the Frobenius automorphism Φp is designed in such a way that to adjust

∂(f1, . . . , fn−k)

∂(x1, . . . , xn)
(a) = H(a)

at all the points a ∈ S. By f1, . . . , fn−k ∈ I(X,Fq) = r(〈f1, . . . , fn−k〉), the Zariski tangent
space Ta(X,Fq) ⊆ C(a) to X at an arbitrary point a ∈ S is contained in the linear code
C(a) with parity check matrix ∂(f1,...,fn−k)

∂(x1,...,xn) (a).

4 Families of genus reductions of a code

The genus of an Fq-linear [n, k, d]-code C is defined as the deviation g := n + 1 − k − d
of its parameters from the equality in the Singleton Bound n + 1 − k − d ≥ 0. One of
the problems in coding theory is to obtain a linear code C ′ of genus g′ = g − 1 ≥ 0 from
the given linear code C of genus g ≥ 1. We say that C ′ is a genus reduction of C. There
are three standard ways for construction of a genus reduction C ′. These are, respectively,
the length, the dimension and the weight reductions of C with parameters [n − 1, k, d],
[n, k+1, d], [n, k, d+1]. In the next three subsections we use the set up of tangent codes, in
order to construct families of length, dimension and weight reductions of C, parameterized
by appropriate Zariski dense subsets of appropriate affine spaces over Fq.

4.1 A family of length reductions of a linear code

Here is a simple lemma from coding theory, which will be used for the construction of a
family of length reductions of a linear code.
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Lemma 5. Let C be an Fq-linear code of genus g = n + 1 − k − d > 0 with a parity
check matrix H = (H1 . . . Hn) ∈ M(n−k)×n(Fq). Then the image Πn(C) ⊂ Fn−1

q of the
puncturing Πn : C → Πn(C) is an Fq-linear [n− 1, k, d]-code if and only if

Hn 6∈ ∪λ∈(1,...,n−1
d−1 )SpanFq(Hλ).

Proof. Straightforwardly, Hn 6∈ ∪λ∈(1,...,n−1
d−1 )SpanFq(Hλ) if and only if C has no word c ∈ C

of weight d with n ∈ Supp(c). This holds exactly when Πn(C) is of minimum distance d.
The dimension dimFq Πn(C) = dimFq C = k, as far as ker Πn∩C = {(0n−1, cn) ∈ C} =

{0n} whenever Hn 6= 0n.

Recall that a linear code C ⊂ Fnq is non-degenerate if it is not contained in a coordinate
hyperplane V (xi) = {a ∈ Fnq | ai = 0} for some 1 ≤ i ≤ n.

Proposition 6. Let C be a non-degenerate Fq-linear [n, k, d]-code of genus g = n + 1 −
k−d > 0. Then there exist a finite extension Fqm ⊇ Fq, a smooth irreducible affine variety
X/Fqm ⊂ Fq

n, isomorphic to Fq
k and a non-empty, Zariski open, Zariski dense subset

S ⊆ X, such that 0n ∈ X, T0n(X,Fqm) = C ⊗Fq Fqm , the puncturing Πn : X → Πn(X) at
xn is a finite morphism and the images

(dΠn)aTa(X,Fqδ(a)) = TΠn(a)(Πn(X),Fqδ(a))

of the puncturings of Ta(X,Fqδ(a)) at all the points a ∈ S are [n− 1, k, d]-codes.

Proof. Let H ′ ∈ M(n−k)×n(Fq) be a parity check matrix of C with columns H ′j for all
1 ≤ j ≤ n. After an appropriate permutation of the columns of H ′, one can assume that
H ′k+1, . . . ,H

′
n are linearly independent and form the identity matrix In−k. Any finite union

of proper Fq-linear subspaces of the linear spaceM(n−k)×1(Fq) over the infinite field Fq has
non-empty complement and there exists

c =

 c1

. . .
cn−k

 ∈M(n−k)×1(Fq) \
{[
∪λ∈(1,...,n−1

d−1 )SpanFq(H
′
λ)
]
∪ V (yn−k)

}
.

Let us denote by Fqm := Fq(c1, . . . , cn−k) the definition field of c, put p := charFq for the
characteristic of Fq and consider the affine variety X := V (f1, . . . , fn−k) ⊂ Fq

n, cut by the
polynomials

fi(x1, . . . , xk, xk+i, xn) :=

k∑
s=1

H ′i,sxs + xk+i + cix
p+1
n for ∀1 ≤ i ≤ n− k.

In order to construct a biregular morphism X → Fq
k, note that cn−k 6= 0 by the very

choice of c and

X = V

(
fi −

ci
cn−k

fn−k, fn−k

∣∣∣ 1 ≤ i ≤ n− k − 1

)
.
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The equations

fi(x1, . . . , xk, xk+i, xn)− ci
cn−k

fn−k(x1, . . . , xk, xn) =

k∑
s=1

(
H ′i,s −

ci
cn−k

H ′n−k,s

)
xs + xk+i −

ci
cn−k

xn = 0

for ∀1 ≤ i ≤ n− k − 1 are equivalent to xk+i = ψk+i(x1, . . . , xk, xn) for

ψk+i(x1, . . . , xk, xn) :=

k∑
s=1

(
ci
cn−k

H ′n−k,s −H ′i,s
)
xs +

ci
cn−k

xn, ∀1 ≤ i ≤ n− k − 1.

We claim the existence of 1 ≤ s ≤ k with H ′n−k,s 6= 0, since otherwise the last row of
the parity check matrix H ′ of C is (0n−1, 1) and the non-degenerate code C is contained
in the coordinate hyperplane with equation xn = 0. Up to a permutation of the first
k components of Fq

n, we assume that H ′n−k,k 6= 0. Then fn−k(x1, . . . , xk, xn) = 0 is
equivalent to xk = ψk(x1, . . . , xk−1, xn) for

ψk(x1, . . . , xk−1, xn) := −(H ′n−k,k)
−1

(
k−1∑
s=1

H ′n−k,sxs + xn + cn−kx
p+1
n

)
.

Thus, X ⊂ Fq
n is cut by the equations

xk − ψk(x1, . . . , xk−1, xn) = 0,

xk+i − ψk+i(x1, . . . , xk−1, ψk(x1, . . . , xk−1, xn), xn) = 0 for ∀1 ≤ i ≤ n− k − 1

and the puncturing Πα at α = {k, k+1, . . . , n−1} ∈
(

1,...,n
n−k

)
provides a biregular morphism

Πα : X → Fq
k. In particular, X is a smooth irreducible affine variety, defined over Fqm .

Note that the puncturing Πn : X → Πn(X) at xn is a finite morphism, as far as the
equation

fn−k(x1, . . . , xk, xn) =
k∑
s=1

H ′n−k,sxs + xn + cn−kx
p+1
n = 0

implies the algebraic dependence of the element xn + I(X,Fq) ∈ Fq(X) over the function
field Fq(Πn(X)) = Fq(x1 + I(X,Fq), . . . , xn−1 + I(X,Fq)).

For the rest of the proof, we denote by Ta(X,Fqδ(a)) or by TΠn(a)(Πn(X),Fqδ(a)) the
Zariski tangent spaces over the definition fields Fqδ(a) := Fqm(a1, . . . , an) of a ∈ X over
Fqm . Note that

∂f

∂x
(x1, . . . , xn) = (H ′1 . . . H

′
n−1Hn(xn)) =

∂f

∂x
(xn) (3)

with Hn(xn) = H ′n + xpnc depends only on xn. The columns of ∂f
∂x (xn), labeled by β =

{k + 1, . . . , n} ∈
(

1,...,n
n−k

)
form the matrix

∂f

∂xβ
(xn) =


1 0 . . . 0 c1x

p
n

0 1 . . . 0 c2x
p
n

. . . . . . . . . . . . . . .
0 0 . . . 1 cn−k−1x

p
n

0 0 . . . 0 1 + cn−kx
p
n
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with determinant det ∂f
∂xβ

(xn) = 1 + cn−kx
p
n. Thus, at any a ∈ X \ V (cn−kx

p
n + 1), the

matrix ∂f
∂x (an) ∈M(n−k)×n(Fqδ(a)) is of rank rk∂f∂x (an) = n− k. According to

f1, . . . , fn−k ∈ I(X,Fq) = IV (f1, . . . , fn−k) = r(〈f1, . . . , fn−k〉) / Fq[x1, . . . , xn],

the Zariski tangent space Ta(X,Fqδ(a)) at a ∈ X is contained in the linear code C(a) with
parity check matrix ∂f

∂x (a). Since X is smooth, dimTa(X,Fqδ(a)) = dimX = k at ∀a ∈ X
and ∂f

∂x (a) is a parity check matrix of Ta(X,Fqδ(a)) if and only if rk∂f∂x (a) = n − k. In
particular, Ta(X,Fqδ(a)) has parity check matrix ∂f

∂x (a) at all the points a of the non-
empty, Zariski open, Zariski dense subset X \ V (cn−kx

p
n + 1) of X. Note that 0n ∈ X =

V (f1, . . . , fn−k) and 0n 6∈ V (cn−kx
p
n + 1), so that T0n(X,Fqm) has parity check matrix

∂f
∂x (0) = H ′ and T0n(X,Fqm) = C ⊗Fq Fqm .

Let Πn : C(a) → ΠnC(a) be the puncturing at n and So be the set of those a ∈ X, at
which ΠnC(a) is an [n− 1, k, d]-code. By Lemma 5,

So =
{
a ∈ X |Hn(an) 6∈ ∪λ∈(1,...,n−1

d−1 )SpanF
qδ(a)

(H ′λ)
}
.

We claim that

Y := X \ So = {a ∈ X |Hn(an) ∈ ∪λ∈(1,...,n−1
d−1 )SpanFq(H

′
λ)}

is a proper Zariski closed subset of X. If so, then So = X \ Y and

Uo := So ∩ [X \ V (cn−kx
p
n + 1)] = X \ [Y ∪ V (cn−kx

p
n + 1)]

are non-empty, Zariski open, Zariski dense subsets of X. By the very definition of Uo, the
Fqδ(a)-linear spaces (dΠn)aTa(X,Fqδ(a)) are [n − 1, k, d]-codes at all a ∈ Uo. Towards the
study of Y , let

Yλ := {a ∈ X |Hn(an) ∈ SpanFq(H
′
λ)} = {a ∈ X | rk(H ′λHn(an)) < d}

for ∀λ ∈
(

1,...,n−1
d−1

)
and represent Y = ∪λ∈(1,...,n−1

d−1 )Yλ. If

gµ,λ(xn) := det
∂fµ
∂xλ

(xn) ∈ Fqm [xn]

is the determinant of the matrix

∂fµ
∂xλ

(xn) = (H ′µ,λH
′
µ,n(xn)) = (H ′µ,λH

′
µ,n + xpncµ,n) ∈M(n−k)×(n−k)(Fqm [xn]),

formed by the rows of (H ′λHn(xn)), labeled by µ ∈
(

1,...,n−k
d

)
, then

Yλ = X ∩ V
(
gµ,λ(xn)

∣∣∣ ∀µ ∈ (1, . . . , n− k
d

))
and therefore Y = ∪λ∈(1,...,n−1

d−1 )Yλ are Zariski closed in X. The assumption

∪λ∈(1,...,n−1
d−1 )Yλ = Y = X
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for the irreducible affine variety X requires

X = Yλ ⊆ V
(
gµ,λ(xn)

∣∣∣ ∀µ ∈ (1, . . . , n− k
d

))
for some λ ∈

(
1,...,n−1
d−1

)
. Recall that the puncturing Πα : X −→ Fq

k at the (n − k)-tuple
α = {k, k + 1, . . . , n− 1} is biregular and consider the sequence of affine varieties

Π−1
α (0k−1 × Fq) ⊆ X ⊆ V

(
gµ,λ(xn)

∣∣∣ ∀µ ∈ (1, . . . , n− k
d

))
,

where 0n−1 × Fq = V (x1, . . . , xk−1) ⊂ Fq
k. Then gµ,λ(xn) ≡ 0 for ∀µ ∈

(
1,...,n−k

d

)
, which

holds exactly when det(H ′µ,λH
′
µ,n) = 0 and det(H ′µ,λcµ) = 0 for ∀µ ∈

(
1,...,n−k

d

)
. As a

result, rk(H ′λc) < d for H ′λ ∈M(n−k)×(d−1)(Fq) of rkH ′λ = d−1 and c ∈ SpanFq(H
′
λ). That

contradicts the choice of c and shows that Y  X.
Note that the puncturing Πn : X → Πn(X) has injective differentials

(dΠn)a : Ta(X,Fqδ(a)) −→ TΠn(a)(Πn(X),Fqδ(a)) at ∀a ∈ Uo,

so that Uo ⊆ Etale(Πn) is contained in the etale locus of Πn. Intersecting Uo with the
non-empty, Zariski open subset Π−1

n (Πn(X)smooth) ⊆ X, one obtains a non-empty, Zariski
open, Zariski dense subset S := Uo ∩Π−1

n (Πn(X)smooth) ⊆ X, such that

(dΠn)aTa(X,Fqδ(a)) = TΠn(a)(Πn(X),Fqδ(a))

are [n− 1, k, d]-codes at ∀a ∈ S, according to Lemma 1 (ii).

4.2 A family of dimension reductions of a linear code

The next proposition provides a family of dimension reductions of an Fq-linear [n, k, d]-
code C of genus g = n + 1 − k − d > 0, which is parameterized by a non-empty, Zariski
open, Zariski dense subset of Fq

2(n−k). The codes from the family are not tangent to a
specific affine variety. We choose a parity check matrix of the original [n, k, d]-code C and
project it on various hyperplanes in Fq

n−k, in order to obtain parity check matrices of
[n, k + 1, d]-codes over finite extensions of Fq.

Proposition 7. Let C be an Fq-linear [n, k, d]-code of genus g = n+ 1− k− d > 0. Then
there exist a Zariski open, Zariski dense subset W ⊂ Fq

2(n−k) and a family C → W of
Fqδ(u,v)-linear [n, k + 1, d]-codes C(u, v), containing C for ∀(u, v) ∈ W, u, v ∈ Fq

n−k.

Proof. Let H = (H1 . . . Hn) ∈ M(n−k)×n(Fq) be a parity check matrix of C with columns

H1, . . . ,Hn ∈ Fn−kq . For ∀λ ∈
(

1,...,n
d−1

)
let us consider Zλ := SpanFq(Hλ) ' Fq

d−1 as an

irreducible affine subvariety of M(n−k)×1(Fq) ' Fq
n−k and put

V (Q) :=

{
(u, v) ∈ Fq

n−k × Fq
n−k |Q(u, v) = 〈u, v〉 =

n−k∑
s=1

usvs = 0

}
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for the quadric in Fq
2(n−k), given by the inner product in Fq

n−k. Observe that Zλ×Fq
n−k,

V (Q) and, therefore, Z := V (Q) ∪
(
∪λ∈(1,...,n

d−1 )Zλ × Fq
n−k
)
are proper affine subvarieties

of Fq
2(n−k), due to the irreducibility of the affine space Fq

2(n−k) and the assumption g > 0.
Thus, W := Fq

2(n−k) \ Z is a non-empty, Zariski open, Zariski dense subset of Fq
2(n−k).

For any (u, v) ∈ W with u, v ∈ Fq
n−k, note that u 6∈ ∪λ∈(1,...,n

d−1 )Zλ = ∪λ∈(1,...,n
d−1 )SpanFq(Hλ)

and
u 6∈ Hv := {z ∈ Fq

n−k | 〈z, v〉 = 0}

for the hyperplane Hv ⊂ Fq
n−k with gradient vector v. That allows to consider the Fq-

linear maps
Lu,v : Fq

n−k −→ Hv,

Lu,v(y) := y − 〈y, v〉
〈u, v〉

u for ∀y ∈ Fq
n−k

,∀(u, v) ∈ W,

which project Fq
n−k on Hv, parallel to kerLu,v = SpanFq(u). Let us consider the defini-

tion field Fqδ(u,v) = Fq(u1, . . . , un−k, v1, . . . , vn−k) of (u, v) ∈ W over Fq and the matrix
H(u, v) := (Lu,v(H1) . . .Lu,v(Hn)) ∈M(n−k)×n(Fqδ(u,v)). The linear code C(u, v) with par-
ity check matrix H(u, v) contains C, as far as the Fq-linear map Lu,v transforms any

non-trivial linear dependence
n∑
s=1

csHs = 0n−k of the columns of H into a non-trivial lin-

ear dependence relation
n∑
s=1

csLu,v(Hs) = 0n−k of the columns of H(u, v). In particular,

C(u, v) contains words of weight d and the minimum distance dC(u, v) ≤ d. If there is a
non-zero word a ∈ C(u, v) \ {0n} with Supp(a) ⊆ λ = {λ1, . . . , λd−1} ∈

(
1,...,n
d−1

)
then 0n =

d−1∑
s=1

aλsLu,v(Hλs) = Lu,v
(
d−1∑
s=1

aλsHλs

)
, whereas

d−1∑
s=1

aλsHλs = λ0u ∈ kerLu,v = SpanFq(u).

According to u 6∈ SpanFq(Hλ), there follow λ0 = 0 and rkHλ = rk(Hλ1 , . . . ,Hλd−1
) < d−1.

That contradicts the fact that C is of minimum distance d and shows that C(u, v) is of
minimum distance dC(u, v) = d for ∀(u, v) ∈ W.

There remains to be checked that rkH(u, v) = n − k − 1 for ∀(u, v) ∈ W, in order to
derive that dim C(u, v) = k + 1 and to conclude the proof of the proposition. To this end,
note that Lu,v(Hs) ∈ Hv for ∀1 ≤ s ≤ n, whereas SpanFq(Lu,v(H1), . . . ,Lu,v(Hn)) ⊆ Hv
and rkH(u, v) ≤ dimFq Hv = n − k − 1. On the other hand, Hs = Lu,v(Hs) + 〈Hs,v〉

〈u,v〉 u for
∀1 ≤ s ≤ n imply that

Fq
n−k

= SpanFq(H1, . . . ,Hn) ⊆ SpanFq(Lu,v(H1), . . . ,Lu,v(Hn), u).

If rkH(u, v) ≤ n− k − 2 then

n− k ≤ dimFq SpanFq(Lu,v(H1), . . . ,Lu,v(Hn), u) ≤ rkH(u, v) + 1 ≤ n− k − 1

is an absurd, justifying rkH(u, v) = n− k − 1 and dim C(u, v) = k + 1 for ∀(u, v) ∈ W.
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4.3 A family of weight reductions of a linear code

Let C be a linear [n, k, d]-code, which is not MDS. The next proposition establishes the
existence of a family C → U of [n, k]-codes C(a), a ∈ U of minimum distance ≥ d + 1,
parameterized by a non-empty, Zariski open, Zariski dense subset U ⊆ Fq

n. The codes
from C are defined by a polynomial parity check matrix in n variables, but are not tangent
to a specific affine subvariety of Fq

n.

Proposition 8. Let C be an Fq-linear [n, k, d]-code of genus g = n+ 1− k− d > 0. Then
there exist a finite extension Fqm ⊇ Fq, a non-empty, Zariski open, Zariski dense subset
U ⊆ Fq

n and a family C → Fq
n of linear codes C(a) ⊂ Fn

qδ(a) over the definition fields Fqδ(a)

of a ∈ Fq
n over Fqm , such that C(0n) = C ⊗Fq Fqm and C(a) are of length n, dimension k

and minimum distance ≥ d+ 1 at all the points a ∈ U .

Proof. Let H ′ = (H ′1 . . . H
′
n) ∈ M(n−k)×n(Fq) be a parity check matrix of C ⊆ Fnq , whose

first n − k columns form a non-singular square matrix (H ′1, . . . ,H
′
n−k) ∈ GL(n − k,Fq).

By an induction on d ≤ j ≤ n, we choose appropriate cd, . . . , cn ∈M(n−k)×1(Fq), in order
to set

Hj := H ′j for 1 ≤ j ≤ d− 1,

Hj(xj) := H ′j + xjcj for d ≤ j ≤ n
and to obtain a polynomial matrix

H(xd, . . . , xn) = (H ′1 . . . H
′
d−1Hd(xd) . . . Hn(xn)) ∈M(n−k)×n(Fq[xd, . . . , xn]).

Let Fqm = Fq(cij | 1 ≤ i ≤ n − k, d ≤ j ≤ n) be the common definition field of all the
entries of cd, . . . , cn over Fq. At any point a ∈ Fq

n, we consider the linear code C(a)
over the definition field Fqδ(a) = Fqm(a1, . . . , an) of a over Fqm , which has a parity check
matrix H(a) = H(ad, . . . , an) ∈M(n−k)×n(Fqδ(a)). Our choice of H(xd, . . . , xn) is such that
H(0n) = H ′, whereas C(0n) = C ×Fq Fqm . It suffices to show the existence of non-empty,
Zariski open, Zariski dense subsets U ′ ⊆ Fq

n, U ′′ ⊆ Fq
n, such that C(a) are of minimum

distance ≥ d+ 1 at all a ∈ U ′ and C(b) are of dimension k at all b ∈ U ′′, in order to have
a non-empty, Zariski open, Zariski dense subset U := U ′ ∩ U ′′ ⊆ Fq

n, at which the codes
C(a), a ∈ U are of length n, dimension k and minimum distance ≥ d+ 1.

Regardless of the choice of cd, . . . , cn ∈M(n−k)×1(Fq), let γ := {1, . . . , n− k} and note
that

U ′′ := Fq
n \ V (detHγ(xd, . . . , xn−k))

is a Zariski open subset of Fq
n with dim C(b) = k at all b ∈ U ′′. Since 0n ∈ U ′′, the set U ′′

is non-empty and, therefore, Zariski dense in Fq
n.

By an induction on d ≤ j ≤ n, we choose cj ∈M(n−k)×1(Fq) and show the existence of a
non-empty, Zariski open, Zariski dense subset Uj ⊆ Fq

j with rkHβ(u) = d for ∀β ∈
(

1,...,j
d

)
and all u ∈ Uj . Then U ′ := Un will be a non-empty, Zariski open, Zariski dense subset
of Fq

n, such that C(a) is of minimum distance ≥ d + 1 at all a ∈ U ′. To this end, let
j = d, λ := {1, . . . , d − 1} and note that SpanFq(H

′
λ) ' Fq

d−1 is a proper subspace of

M(n−k)×1(Fq) ' Fq
n−k, according to g > 0. That allows to choose

cd ∈M(n−k)×1(Fq) \ SpanFq(H
′
λ)
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and to put Hd(xd) := H ′d + xdcd. The family {Hd(ad)}ad∈Fq of columns is claimed to have
most one common entry Hd(κd) with SpanFq(H

′
λ), so that rkHλ∪{d}(xd) = d at all the

points of the non-empty, Zariski open, Zariski dense subset Ud := Fq
d−1 × (Fq \ {κd}) of

Fq
d. Indeed, if Hd(xd) 6∈ SpanFq(H

′
λ) for ∀xd ∈ Fq, there is nothing to be proved. In the

case of Hd(κd) ∈ SpanFq(H
′
λ) for some κd ∈ Fq, let us move the origin of M(n−k)×1(Fq)

at Hd(κd) ∈ M(n−k)×1(Fq). The 1-dimensional linear subspace Hd(xd) of M(n−k)×1(Fq)
intersects the (d − 1)-dimensional linear subspace SpanFq(H

′
λ) in more than one point if

and only if it is contained in SpanFq(H
′
λ). Then for arbitrary xd 6= yd from Fq, one has

(xd − yd)cd ∈ SpanFq(H
′
λ), contrary to the choice of cd 6∈ SpanFq(H

′
λ). That provides the

base of the induction.
Suppose that d+ 1 ≤ j ≤ n and cd, . . . , cj−1 ∈M(n−k)×1(Fq) have been chosen in such

a way that there exists a non-empty, Zariski open, Zariski dense subset Uj−1 ⊆ Fq
j−1 with

rkHβ(u) = d for ∀β ∈
(

1,...,j−1
d

)
and ∀u ∈ Uj−1. Fix an arbitrary u ∈ Uj−1 and choose

cj ∈M(n−k)×1(Fq) \
[
∪λ∈(1,...,j−1

d−1 )SpanFq(Hλ(u))
]
. (4)

The existence of cj is due to the fact that the finite union ∪λ∈(1,...,j−1
d−1 )SpanFq(Hλ(u)) of

proper subspaces SpanFq(Hλ(u)) ' Fq
d−1 of the linear space M(n−k)×1(Fq) ' Fq

n−k over
the infinite field Fq has non-empty complement. We claim that

Wj−1 := {w ∈ Uj−1 | cj 6∈ ∪λ∈(1,...,j−1
d−1 )SpanFq(Hλ(w))}

is a Zariski open subset of Uj−1. Indeed,

Uj−1 \Wj−1 = ∪λ∈(1,...,j−1
d−1 ){t ∈ Uj−1 | cj ∈ SpanFq(Hλ(t))} =

∪λ∈(1,...,j−1
d−1 ){t ∈ Uj−1 | rk(Hλ(t)cj) = d− 1},

as far as rkHβ(u) = d for ∀β ∈
(

1,...,j−1
d

)
, ∀u ∈ Uj−1 implies rkHλ(t) = d − 1 for ∀λ ∈(

1,...,j−1
d−1

)
, ∀t ∈ Uj−1. Now,

Uj−1 \Wj−1 = ∪λ∈(1,...,j−1
d−1 )

{
t ∈ Uj−1

∣∣∣ det(Hµ,λ(t)cµ,j) = 0, ∀µ ∈
(

1, . . . , n− k
d

)}
=

∪λ∈(1,...,j−1
d−1 )

[
Uj−1 ∩ V

(
det(Hµ,λcµ,j)

∣∣∣ ∀µ ∈ (1, . . . , n− k
d

))]
=

Uj−1 ∩ V

 ∏
λ∈(1,...,j−1

d−1 )

det(Hµ(λ),λcµ(λ),j)
∣∣∣∀µ :

(
1, . . . , j − 1

d− 1

)
→
(

1, . . . , n− k
d

)
is a Zariski closed subset of Uj−1, so that

Wj−1 =

Uj−1 \ V

 ∏
λ∈(1,...,j−1

d−1 )

det(Hµ(λ),λcµ(λ),j)
∣∣∣ ∀µ :

(
1, . . . , j − 1

d− 1

)
→
(

1, . . . , n− k
d

)
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is Zariski open in Uj−1. According to u ∈Wj−1 for the point u ∈ Uj−1, used in the choice
(4) of cj , Wj−1 6= ∅ is non-empty and, therefore, Zariski dense in Fq

j−1. Note that

Uj :=

{
(w,wj) ∈Wj−1 × Fq | rkHβ(w,wj) = d for ∀β ∈

(
1, . . . , j

d

)}
={

(w,wj) ∈Wj−1 × Fq | rk(Hλ(w)Hj(wj)) = d for ∀λ ∈
(

1, . . . , j − 1

d− 1

)}
has complement

(Wj−1 × Fq) \ Uj = ∪λ∈(1,...,j−1
d−1 )

{
(w,wj) ∈Wj−1 × Fq | rk(Hλ(w)Hj(wj)) < d

}
=

∪λ∈(1,...,j−1
d−1 )

{
(w,wj) ∈Wj−1 × Fq |hµ,λ(w,wj) = 0 for ∀µ ∈

(
1, . . . , n− k

d

)}
,

where hµ,λ(xd, . . . , xj) := det(Hµ,λ(xd, . . . , xj−1)Hµ,j(xj)) ∈ Fq[xd, . . . , xj ]. If

Zj := V

 ∏
λ∈(1,...,j−1

d−1 )

hµ(λ),λ(xd, . . . , xj)
∣∣∣ ∀µ :

(
1, . . . , j − 1

d− 1

)
→
(

1, . . . , n− k
d

)
then

(Wj−1 × Fq) \ Uj = (Wj−1 × Fq) ∩
[
∪λ∈(1,...,j−1

d−1 )V

(
hµ,λ

∣∣∣ ∀µ ∈ (1, . . . , n− k
d

))]
=

(Wj−1 × Fq) ∩ Zj

is Zariski closed in Wj−1×Fq, so that Uj = (Wj−1×Fq) \Zj is Zariski open in Wj−1×Fq
and in Fq

j . The assumption Uj = ∅ implies Wj−1 × Fq ⊆ Zj and holds exactly when

hµ(λ),λ = det(Hµ(λ),λ(xd, . . . , xj−1)H ′µ(λ)j + xjcµ(λ)j) =

det(Hµ(λ),λ(xd, . . . , xj−1)H ′µ(λ)j) + xj det(Hµ(λ),λ(xd, . . . , xj−1)cµ(λ)j)

is independent of xj for ∀λ ∈
(

1,...,j−1
d−1

)
, ∀µ :

(
1,...,j−1
d−1

)
→
(

1,...,n−k
d

)
. That, in turn, is

equivalent to det(Hµ,λ(xd, . . . , xj−1)cµj) = 0 for ∀µ ∈
(

1,...,n−k
d

)
, ∀λ ∈

(
1,...,j−1
d−1

)
and spe-

cializes to det(Hµ,λ(u)cµj) = 0 at the point u ∈ Uj−1, used in the choice (4) of cj . As
a result, rk(Hλ(u)cj) < d for ∀λ ∈

(
1,...,j−1
d−1

)
. The inductive hypothesis rkHβ(u) = d for

∀β ∈
(

1,...,j−1
d

)
requires rkHλ(u) = d− 1 for ∀λ ∈

(
1,...,j−1
d−1

)
and rk(Hλ(u)cj) < d is equiv-

alent to cj ∈ SpanFq(Hλ(u)) for ∀λ ∈
(

1,...,j−1
d−1

)
. That contradicts the choice (4) of cj and

shows that Uj 6= ∅ is Zariski dense in Fq
j .
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5 Simultaneous decoding of tangent codes with fixed error
support. Gradient codes.

5.1 The decoding morphism of the bundle of the received words in the
bundle of the tangent codes

An important problem in the theory of error correcting codes is the decoding with fixed
error support j ∈

(
1,...,n
t

)
. The hard part of the aforementioned procedure is the description

of the space of the received words with error support j. The present section discusses
a simultaneous decoding of tangent codes with fixed error support j. In general, the
proposed algorithm requires the construction of a Groebner basis and has exponential
growth. However, for certain classes of twisted embeddings Fq

k ' X/Fq ⊂ Fq
n, the parity

check matrices of the spaces Err(Ta(X,Fqδ(a)), j) of the received words with Ta(X,Fqδ(a))-
error support j are obtained from the parity check matrices of Ta(X,Fqδ(a)) by erasing t
rows and t columns (cf.Corollary 14).

Definition 9. Let C be an Fq-linear [n, k, d]-code and j ∈
(

1,...,n
t

)
for some 1 ≤ t ≤ d− 1.

We say that C has unique decoding with error support j if for any w ∈ Fnq there exists at
most one e ∈ Fnq with support Supp(e) ⊆ j and w − e ∈ C.

Recall that a code C has unique decoding with error weight t if for any w ∈ Fnq there
exists at most one word e ∈ Fnq of weight wt(e) ≤ t with w − e ∈ C. For any a =

(a1, . . . , an) ∈ Fnq and j ∈
(

1,...,n
t

)
let us denote by a(j) := (aj1 , . . . , ajt) ∈ Ftq, respectively,

by a(¬j) ∈ Fn−tq the collection of the components of a, labeled by j, respectively, by
¬j = {1, . . . , n} \ j and express a = (a(j), a(¬j)). If H ∈ Mm×n(Fq) is a parity check
matrix of C and i ⊆ {1, . . . ,m}, j ⊆ {1, . . . , n} then put H(i, j) ∈ M|i|×|j|(Fq) for the
matrix, formed by the entries Hα,β of H with α ∈ i and β ∈ j. Let

Err(C, j) := {w ∈ Fnq | ∃e ∈ Fnq , Supp(e) ⊆ j, w − e ∈ C}

be the set of the received words, whose C-error is supported by j ∈
(

1,...,n
t

)
. The next

lemma comprises some trivial observations from coding theory, which are used for decoding
tangent codes with fixed error support j ∈

(
1,...,n
t

)
. It can be useful when the probability

for the occurrence of a specific error support j ∈
(

1,...,n
t

)
is considerably larger than the

one for any other i ∈
(

1,...,n
t

)
\ {j}.

Lemma 10. If C is an Fq-linear [n, k, d]-code with parity check matrix H ∈ Mm×n(Fq)
then for any j ∈

(
1,...,n
t

)
with t ≤ d − 1 there exists i ∈

(
1,...,m
t

)
with detH(i, j) 6= 0.

Denoting
M(i, j) := −H(i, j)−1H(i,¬j) ∈Mt×(n−t)(Fq),

N(i, j) := H(¬i, j)M(i, j) +H(¬i,¬j) ∈M(m−t)×(n−t)(Fq),

one expresses

C = {(M(i, j)c(¬j), c(¬j)) ∈ Ftq × Fn−tq |N(i, j)c(¬j) = 0}, (5)

Err(C, j) = {(w(j), w(¬j)) ∈ Ftq × Fn−tq |N(i, j)w(¬j) = 0} (6)
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and obtains an Fq-linear decoding map

Dec(j) : Err(C, j) −→ C,

Dec(j)(w) = Dec(j)(w(j), w(¬j)) = (M(i, j)w(¬j), w(¬j))

with Supp(w −Dec(j)(w)) ⊆ j for ∀w ∈ Err(C, j).
For any j ∈

(
1,...,n
t

)
the code C has unique decoding with error support j.

If q > 2 then C has unique decoding with error weight t if and only if d ≥ 2t+ 1.

Proof. The columns Hj ∈ Mm×t(Fq) of H, labeled by j ∈
(

1,...,n
t

)
with t < d are of

rk(Hj) = t, so that there exists i ∈
(

1,...,m
t

)
with detH(i, j) 6= 0. The left multiplication of

H

(
c(j)

c(¬j)

)
=

(
H(i, j) H(i,¬j)
H(¬i, j) H(¬i,¬j)

)(
c(j)

c(¬j)

)
= 0m×1

by the matrix (
H(i, j)−1 0t×(m−t)

−H(¬i, j)H(i, j)−1 Im−t

)
∈Mm×m(Fq)

provides (5) and Πj(C) = {c(¬j) ∈ Fn−tq |N(i, j)c(¬j) = 0}. Moreover, the puncturing
Πj : C → Πj(C) is an Fq-linear isomorphism with inverse

Π−1
j |Πj(C) : Πj(C) −→ C,

Π−1
j (c(¬j)) = (M(i, j)c(¬j), c(¬j)) for ∀c(¬j) ∈ Πj(C).

Straightforward verification establishes that the space

Err(C, j) = {(w(j), c(¬j)) ∈ Ftq × Fn−tq |N(i, j)c(¬j) = 0} = Π−1
j (Πj(C))

of the received words, whose C-error is supported by j coincides with the complete preimage
of Πj(C) in Fnq under Πj . The composition

Dec(j) = Π−1
j |Πj(C)Πj : Err(C, j) −→ C,

Dec(j)(w(j), w(¬j)) = Π−1
j (w(¬j)) = (M(i, j)w(¬j), w(¬j))

is a correctly defined Fq-linear decoding map.
In order to show that C has unique decoding with error support j ∈

(
1,...,n
t

)
, suppose

that there exists w ∈ Fnq with w = c + e = c̃ + ẽ for some c, c̃ ∈ C and e, ẽ ∈ Fnq with
Supp(e) ⊆ j, Supp(ẽ) ⊆ j. Then the word ẽ − e = c − c̃ ∈ C has support Supp(c − c̃) =
Supp(ẽ − e) ⊆ j of cardinality |j| = t < d, which requires c = c̃ and shows that the
decoding with error support j is unique for all j ∈

(
1,...,n
t

)
with t ≤ d− 1.

It is well known that if d ≥ 2t + 1 then C has unique decoding with error weight t.
In order to show that for t + 1 ≤ d ≤ 2t the decoding of C with error weight t is not
unique, let us fix a word c ∈ C with Supp(c) = i = {i1, . . . , id} ∈

(
1,...,n
d

)
and note that

d− t ≤ t < d. Then the choice of

eis := cis , ẽis := 0 for ∀1 ≤ s ≤ d− t,
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ẽis ∈ F∗q \ {−cis}, eis := ẽis + cis for d− t+ 1 ≤ s ≤ t,

eis := 0, ẽis := −cis for t+ 1 ≤ s ≤ d and

er = ẽr := 0 for r 6∈ i

supplies a received word e = ẽ+c with Supp(e) = {i1, . . . , it}, Supp(ẽ) = {id−t+1, . . . , id} ∈(
1,...,n
t

)
, which is decoded by 0n and c 6= 0n with error weight t.

Note that the decoding map Dec(j) : Err(C, j) → C has Fq-linear extension Dec(j) :
Fnq → Fnq , but its values over Fnq \ Err(C, j) are not supposed to belong to C.

Definition 11. Let X/Fq ⊂ Fq
n be an irreducible affine variety, defined over Fq.

(i) The fibration
π : TCX :=

∐
a∈X

Ta(X,Fqδ(a)) −→ X

with π−1(a) = Ta(X,Fqδ(a)) for ∀a ∈ X is called the bundle of the tangent codes to X.
(ii) If

Err(Ta(X,Fqδ(a)), j) := {w ∈ Fn
qδ(a) | ∃e ∈ Fnqδ(a) , Supp(e) ⊆ j, w − e ∈ Ta(X,Fqδ(a))}

is the Fqδ(a)-linear space of the received words, whose Ta(X,Fqδ(a))-error is supported by
j ∈

(
1,...,n
t

)
then

πE : Err(TCX, j) :=
∐
a∈X

Err(Ta(X,Fqδ(a)), j) −→ X

with π−1
E (a) = Err(Ta(X,Fqδ(a)), j) for ∀a ∈ X is the bundle of the received words, whose

TCX-error is supported by j.
(iii) For an arbitrary subset S ⊆ X, a bundle morphism Ψ : Err(TCX, j)|S → TCX|S

of the corresponding restrictions is a map, which closes the commutative diagram

Err(TCX, j)|S TCX|S

S
?

πE

-Ψ

�
�

�
�
�

��+

π

and has Fqδ(a)-linear restrictions

Ψ : Err(Ta(X,Fqδ(a)), j) −→ Ta(X,Fqδ(a)) for ∀a ∈ S.

We use the term bundle of the tangent codes for TCX :=
∐
a∈X Ta(X,Fqδ(a)) since the

notion of a tangent bundle of X is coined in the literature for TX :=
∐
a∈X Ta(X,Fq).

The next proposition observes that the decoding maps of the tangent codes with fixed
error support j ∈

(
1,...,n
t

)
form a bundle morphism and identifies the bundle Err(TCX, j)

of the received words with TCX-error supported by j with the bundle of the tangent codes
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of an appropriate affine variety Yj ⊆ Fq
n. The hard part of the decoding procedure is the

description of Err(TCX, j). The proof of Proposition 12 makes use of a Groebner basis,
in order to justify the coincidence of bundles TCYj |Uj = Err(TCX, j)|Uj over a Zariski
open, Zariski dense subset Uj ⊆ Xsmooth ∩ Y smooth

j . Bearing in mind the high complexity
of the construction of a Groebner basis, one concludes that the tangent codes set up itself
is useless for decoding problems, in general. Applications are possible only over specific
affine varieties X, for which the description of Yj is immediate. Corollary 14 illustrates
the possibility for such a choice of equations of X, for which the polynomial parity check
matrix of the bundle TCYj |Uj = Err(TCX, j)|Uj is obtained from the one for TCX|Uj by
deleting t rows and t columns,

Proposition 12. Let X/Fq ⊂ Fq
n be an irreducible affine variety, defined over Fq with

non-empty subset X(≥t+1) = {a ∈ X | d(Ta(X,Fqδ(a))) ≥ t + 1} and some generators
f1, . . . , fm ∈ Fq[x1, . . . , xn] of I(X,Fq) = 〈f1 . . . , fm〉 / Fq[x1, . . . , xn].

(i) For any j ∈
(

1,...,n
t

)
there exist a Zariski open covering X(≥t+1) = ∪i∈(1,...,m

t )X(i, j)

by X(i, j) := X(≥t+1) \ V
(

det ∂fi
∂xj

)
and bundle morphisms

Dec(i,j) : Err(TCX, j)|X(i,j) −→ TCX|X(i,j),

Dec(i,j)(w) =

(
−
(
∂fi
∂xj

(πE(w))

)−1 ∂fi
∂x¬j

(πE(w))w(¬j), w(¬j)

)
for ∀i ∈

(
1, . . . ,m

t

)
,

which decode simultaneously the received words with TCX-error supported by j.
(ii) For any j ∈

(
1,...,n
t

)
with ¬j = {1, . . . , n}\ j let Πj : Fq

n → Fq
n−t be the puncturing

at j and Πj(X) be the Zariski closure of Πj(X) in Fq
n−t. Then the cylinder

Yj := Π−1
j (Πj(X)) ' Fq

t ×Πj(X)

with base Πj(X) in Fq
n is an irreducible (k+ t)-dimensional affine variety, containing X,

Uj := X(≥t+1) ∩Π−1
j (Πj(X)smooth) ⊆ Xsmooth ∩ Y smooth

j

is a non-empty, Zariski open, Zariski dense subset of X and the bundles

TCYj |Uj = TCFq
t × TCΠj(X)|Uj = Err(TCX, j)|Uj

coincide over Uj. In particular, dimF
qδ(a)

Err(Ta(X,Fqδ(a)), j) = k + t for ∀a ∈ Uj.

Proof. (i) By (2) from the proof of Proposition 2 (i),

X(≥t+1) = ∩j∈(1,...,n
t )

[
∪i∈(1,...,m

t )

(
X \ V

(
det

∂fi
∂xj

))]
⊆

∪i∈(1,...,m
t )

(
X \ V

(
det

∂fi
∂xj

))
for ∀j ∈

(
1, . . . , n

t

)
.
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Therefore

X(≥t+1) ⊆ ∪i∈(1,...,m
t )

(
X(≥t+1) \ V

(
det

∂fi
∂xj

))
= ∪i∈(1,...,m

t )X(i, j) ⊆ X(≥t+1)

and the Zariski open subset X(≥t+1) = ∪i∈(1,...,m
t )X(i, j) of X is covered by the Zariski

open subsets X(i, j) ⊆ X. At any a ∈ X(i, j) the tangent code Ta(X,Fqδ(a)) has a parity
check matrix ∂f

∂x (a) with det ∂fi
∂xj

(a) 6= 0. The application of Lemma 10 yields Fqδ(a)-linear
decoding maps

Dec(i,j) : Err(Ta(X,Fqδ(a)), j) −→ Ta(X,Fqδ(a)),

Dec(i,j)(w(j), w(¬j)) =

(
−
(
∂fi
∂xj

(a)

)−1 ∂fi
∂x¬j

(a)w(¬j), w(¬j)

)
with error support j for ∀a ∈ X(i, j).

(ii) By its very definition,

Yj := Π−1
j (Πj(X)) = {a = (a(j), a(¬j)) ∈ Fq

n |Πj(a) = a(¬j) ∈ Πj(X)} ' Fq
t ×Πj(X)

is isomorphic to the product of the affine space Fq
t with Πj(X) ⊆ Fq

n−t and that is why we
say that Yj is the cylinder with base Πj(X) in Fq

n. Let I(¬j) := I(X,Fq)∩Fq[x¬j ]/Fq[x¬j ]
be the j-th elimination ideal of I(X,Fq) and

V (¬j)(I(¬j)) := {a(¬j) ∈ Fq
n−t | g(a(¬j)) = 0 for ∀g ∈ I(¬j)}

be the affine variety of I(¬j) in Fq
n−t. The Closure Theorem 3 from Chapter 3, §2 of [3]

asserts that Πj(X) = V (¬j)(I(¬j)) and justifies

Yj = V (I(¬j)) = {a = (a(j), a(¬j)) ∈ Fq
n | g(a(¬j)) = 0 for ∀g ∈ I(¬j)}. (7)

In particular, I(¬j) ⊗Fq Fq[xj ] ⊆ I(Yj ,Fq) / Fq[x1, . . . , xn].
By Hilbert’s Nullstellensatz, IV (¬j)(I(¬j)) = r(I(¬j)) / Fq[x¬j ] for the radical r(I(¬j))

of I(¬j) in Fq[x¬j ]. We claim that r(I(¬j)) = I(¬j) and I(¬j) is a prime ideal of Fq[x¬j ].
Indeed, if fN ∈ I(¬j) := I(X,Fq) ∩ Fq[x¬j ] for some f ∈ Fq[x¬j ] and N ∈ N then fN ∈
I(X,Fq). The absolute ideal I(X,Fq) / Fq[x1, . . . , xn] of the irreducible variety X ⊂ Fq

n

is prime, so that f ∈ I(X,Fq) ∩ Fq[x¬j ] = I(¬j) and r(I(¬j)) = I(¬j) is a radical ideal.
If fg ∈ I(¬j) ⊆ I(X,Fq) for some f, g ∈ Fq[x¬j ] then f ∈ I(X,Fq) ∩ Fq[x¬j ] = I(¬j) or
g ∈ I(X,Fq) ∩ Fq[x¬j ] = I(¬j) and I(¬j) / Fq[x¬j ] is a prime ideal. As a result, the variety
Πj(X) = V (¬j)(I(¬j)) with absolute ideal I(Πj(X),Fq) = I(¬j) is irreducible, as well as its
product Fq

t ×Πj(X) ' Yj with the affine space Fq
t.

In order to relate the bundles TCYj and Err(TCX, j), note that Πj : X → Πj(X)
are finite morphisms for ∀j ∈

(
1,...,n
t

)
, according to Proposition 2 (ii) and X(≥t+1) 6= ∅.

Therefore dim Πj(X) = dim Πj(X) = dimX = k, dimYj = dim Πj(X)+t = k+t. Observe
that I(¬j) := 〈f1, . . . , fm〉Fq ∩ Fq[x¬j ] admits a generating set g1, . . . , gl ∈ Fq[x1, . . . , xn]
with coefficients from Fq. In order to obtain such g1, . . . , gl, one can apply Buchberger’s
algorithm to the generating set f1, . . . , fm ∈ Fq[x1, . . . , xn] of I(X,Fq) /Fq[x1, . . . , xn] and
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to construct a Groebner basis f1, . . . , fm, fm+1, . . . , fs ∈ Fq[x1, . . . , xn] of I(X,Fq) with
respect to a lexicographic order with xj > x¬j . By Elimination Theorem 2 from Chapter
3, § 1 of [3], g := {f1, . . . , fs}∩Fq[x¬j ] is a Groebner basis of I(¬j) = I(X,Fq)∩Fq[x¬j ] with
respect to the induced lexicographic order. In particular, g = {g1, . . . , gl} ⊂ Fq[x1, . . . , xn]

is a generating set of I(¬j) = I(Πj(X),Fq)/Fq[x¬j ] with coefficients from Fq and the Zariski
tangent spaces Tb(Πj(X),Fqδ(a)) ⊂ Fn−t

qδ(a) to Πj(X) have parity check matrices ∂g
∂x¬j

(b).

According to I(¬j) = 〈g1, . . . , gl〉 ⊂ I(Yj ,Fq), the Zariski tangent spaces Ta(Yj ,Fqδ(a)) to Yj
are contained in the Fqδ(a)-linear codes of length n with parity check matrix ∂g

∂x¬j
(a(¬j)).

On the other hand, ∂g
∂x¬j

(a(¬j)) are parity check matrices of TΠj(a)(Πj(X),Fqδ(a)) ⊂ Fn−t
qδ(a)

for ∀Πj(a) ∈ Πj(X). Thus, at any a ∈ Π−1
j (Πj(X)

smooth
) one has

t+ k = dimYj ≤ dimTa(Yj ,Fqδ(a)) ≤ n− rk
∂g

∂x¬j
(a(¬j)) =

n− [n− t− dimTΠj(a)(Πj(X),Fqδ(a))] = t+ dim Πj(X) = t+ k,

whereas Π−1
j (Πj(X)

smooth
) ⊆ Y smooth

j and

Ta(Yj ,Fqδ(a)) = {(w(j), w(¬j)) ∈ Ft
qδ(a) × Fn−tqδ(a)

∣∣∣ ∂g

∂x¬j
(a(¬j))w(¬j) = 0} =

Ta(j)(Fq
t
,Fqδ(a))× TΠj(a)(Πj(X),Fqδ(a))

at all the points a of the non-empty, Zariski open, Zariski dense subset

Uj := X(≥t+1) ∩Π−1
j (Πj(X)smooth) ⊆ Π−1

j (Πj(X)smooth) ⊆ Π−1
j (Πj(X)

smooth
)

of X. Any a ∈ Uj ⊆ X(≥t+1) is contained in some

X(i, j) := X(≥t+1) \ V
(

det
∂fi
∂xj

)
⊆ X \ V

(
det

∂fδ
∂xj

∣∣∣ δ ∈ (1, . . . ,m

t

))
= Etale(Πj)

by (i) and Lemma 1 (i). Therefore ∅ 6= Uj ⊆ Etale(Πj) ∩ Π−1
j (Πj(X)smooth), so that

Lemma 1 (ii) applies to provide Uj ⊆ Etale(Πj) ∩ Π−1
j (Πj(X)smooth) ⊆ Xsmooth and the

invertibility of the Fqδ(a)-linear maps

Πj = (dΠj)a : Ta(X,Fqδ(a)) −→ TΠj(a)(Πj(X),Fqδ(a)) = TΠj(a)(Πj(X),Fqδ(a))

at ∀a ∈ Uj . Note that at an arbitrary point a ∈ X(i, j) the inverse map is

Π−1
j : TΠj(a)(Πj(X),Fqδ(a)) −→ Ta(X,Fqδ(a)),

Π−1
j (v(¬j)) =

(
−
(
∂fi
∂xj

(a)

)−1 ∂fi
∂x¬j

(a)v(¬j), v(¬j)

)
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for all v(¬j) ∈ TΠj(a)(Πj(X),Fqδ(a)) = {v(¬j) ∈ Fn−t
qδ(a)

∣∣∣ ∂g
∂x¬j

(a(¬j))v(¬j) = 0}. Thus,

H =


∂fi
∂xj

(a) ∂fi
∂x¬j

(a)

0 ∂g
∂x¬j

(a)

 ∈M(t+l)×n(Fqδ(a))

is a parity check matrix of Ta(X,Fqδ(a)) with detH(i, j) = det ∂fi
∂xj

(a) 6= 0 and the applica-
tion of Lemma 10 to H yields

Err(Ta(X,Fqδ(a)), j) ={
(w(j), w(¬j)) ∈ Ft

qδ(a) × Fn−tqδ(a)

∣∣∣ ∂g

∂x¬j
(a(¬j))w(¬j) = 0

}
= Ta(Yj ,Fqδ(a))

at ∀a ∈ X(i, j). The decoding maps Dec(i,j) = π−1
j |TΠj(a)(Πj(X),F

qδ(a) )Πj from the proof of

10 take values in TCX at all the points a ∈ X(i, j).

5.2 The bundle of the received words

As an immediate consequence of the proof of Proposition 12, we obtain the following

Corollary 13. Let X ⊂ Fq
n be an irreducible affine variety with X(≥t+1) 6= ∅ and

I(X,Fq) = 〈f1, . . . , fm〉 / Fq[x1, . . . , xn] for some f1, . . . , fm ∈ Fq[x1, . . . , xn].

Suppose that f1, . . . , fm, fm+1, . . . , fs ∈ Fq[x1, . . . , xn] is a Groebner basis of I(X,Fq)
with respect to a lexicographic order with xj > x¬j for some j ∈

(
1,...,n
t

)
and put g =

{g1, . . . , gl} = {f1, . . . , fm, fm+1, . . . , fs} ∩ Fq[x¬j ]. Then for any a ∈ X(i, j) = X(≥t+1) \
V
(

det ∂fi
∂xj

)
with i ∈

(
1,...,s
t

)
the space of the received words with Ta(X,Fqδ(a))-error sup-

ported by j is

Err(Ta(X,Fqδ(a)), j) = {(w(j), w(¬j)) ∈ Ft
qδ(a) × Fn−tqδ(a)

∣∣∣ ∂g

∂x¬j
(a(¬j))w(¬j) = 0}

and the decoding morphism of bundles

Dec(i,j) : Err(TCX, j)|X(i,j) −→ TCX|X(i,j)

restricts to Fqδ(a)-linear maps

Dec(i,j) : Err(Ta(X,Fqδ(a)), j) −→ Ta(X,Fqδ(a)),

Dec(i,j)(w(j), w(¬j)) =

(
−
(
∂fi
∂xj

(a)

)−1 ∂fi
∂x¬j

(a)w(¬j), w(¬j)

)
.
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The algorithms, constructing Groebner bases of I(X,Fq) = 〈fq, . . . , fm〉/Fq[x1, . . . , xn],
containing f1, . . . , fm are of exponential growth and it is worthless to decode tangent
codes by the means of Corollary 13. Instead, one can choose such equations fq, . . . , fm ∈
Fq[x1, . . . , xn] of X, which are a priori known to form a Groebner basis with respect to an
appropriate lexicographic order. Here is an example

Corollary 14. Let H ∈M(n−k)×n(Fq) be a parity check matrix of an Fq-linear code C of
length n, dimension k and minimum distance ≥ t+ 1 with

Hij = 0 for ∀1 ≤ j < i ≤ n− k and

Hii = 1 for ∀1 ≤ i ≤ n− k.

For arbitrary polynomials hi(xi+1, . . . , xn) ∈ 〈xi+1, . . . , xn〉2 ∩ Fq[xi+1, . . . , xn] without
terms of total degree < 2, consider the polynomials

fi(xi, xi+1, . . . , xn) = xi +
n∑

s=i+1

Hisxs + hi(xi+1, . . . , xn) for 1 ≤ i ≤ n− k.

Then:
(i) X = V (f1, . . . , fn−k)/Fq ⊂ Fq

n is a smooth irreducible k-dimensional affine variety,
isomorphic to Fq

k with 0n ∈ X and T0n(X,Fq) = C;
(ii) f1, . . . , fn−k is a Groebner basis of 〈f1, . . . , fn−k〉/Fq[x1, . . . , xn] with respect to the

lexicographic order with x1 > . . . > xt > xt+1 > . . . > xn;
(iii) X(≥t+1) 6= ∅ is a Zariski open, Zariski dense subset of X;
(iv) at any a ∈ X(≥t+1) the space Err(Ta(X,Fqδ(a)), j) of the received words with

Ta(X,Fqδ(a))-error, supported by j = {1, . . . , t} ∈
(

1,...,n
t

)
consists of the solutions w ∈ Fn

qδ(a)

of the homogeneous linear system

∂(ft+1, . . . , fn−k)

∂(xt+1, . . . , xn)
(at+1, . . . , an)

 wt+1

. . .
wn

 = 0(n−k−t)×1; (8)

(v) the decoding morphism of bundles Dec : Err(TCX, j)|X(≥t+1) −→ TCX|X(≥t+1) is
given by

Dec(w) =

(
−
(
∂fi
∂xj

(πE(w))

)−1 ∂fi
∂x¬j

(πE(w))w(¬j), w(¬j)

)
. (9)

with i = {1, . . . , t} ∈
(

1,...,n−k
t

)
, j = {1, . . . , t} ∈

(
1,...,n
t

)
, ¬j = {1, . . . , n}\j = {t+1, . . . , n}

over the entire Zariski open, Zariski dense subset X(≥t+1) of X.

Proof. (i) By an induction on the number of the equations n−k ≥ 1, we prove the existence
of polynomials g1, . . . , gn−k ∈ Fq[xn−k+1, . . . , xn], such that

X = V (f1, . . . , fn−k) = {(g1(a′′), . . . , gn−k(a
′′), a′′) | ∀a′′ := (an−k+1, . . . , an) ∈ Fq

k}. (10)
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Then the puncturing Πδ : Fq
n → Fq

k at δ = {1, . . . , n− k} ∈
(

1,...,n
n−k

)
is an isomorphism of

affine varieties with inverse

Π−1
δ (a′′) = (g1(a′′), . . . , gn−k(a

′′), a′′) for ∀a′′ = (an−k+1, . . . , an) ∈ Fq
k
.

In particular, X is a smooth irreducible k-dimensional affine variety, defined over Fq. To

this end, note that for n − k = 1 and g1(x2, . . . , xn) := −
n∑
s=2

H1sxs + h1(x2, . . . , xn) one

has X = V (f1) = {(g1(a′′), a′′) | ∀a′′ := (a2, . . . , an) ∈ Fq
n−1}. If we assume that

V (f1, . . . , fn−k−1) = {(g′1(a′), . . . , g′n−k−1(a′), a′) | ∀a′ := (an−k, . . . , an) ∈ Fq
k+1}

for some g′1, . . . , g′n−k−1 ∈ Fq[xn−k, . . . , xn] then introducing

gn−k(xn−k+1, . . . , xn) := −
n∑

s=n−k+1

Hn−k,sxs − hn−k(xn−k+1, . . . , xn) and

gi(xn−k+1, . . . , xn) := g′i(gn−k(xn−k+1, . . . , xn), xn−k+1, . . . , xn) for ∀1 ≤ i ≤ n− k − 1,

one concludes that

V (f1, . . . , fn−k−1, fn−k) =

{(g1(a′′), . . . , gn−k−1(a′′), gn−k(a
′′), a′′) | ∀a′′ := (an−k+1, . . . , an) ∈ Fq

k}

and proves (10).
(ii) The leading terms of fi with respect to the lexicographic order with x1 > . . . > xn

are LT(fi) = xi for ∀1 ≤ i ≤ n − k. These are pairwise relatively prime monomials,
i.e., LCM(LT(fi),LT(fj)) = xixj = LT(fi)LT(fj) for ∀1 ≤ i < j ≤ n − k. Combining
Theorem 3 with Proposition 4 from Chapter 2, § 9, [3], one concludes that f1, . . . , fn−k is
a Groebner basis of 〈f1, . . . , fn−k〉 / Fa[x1, . . . , xn] with respect to the lexicographic order
with x1 > . . . > xn.

(iii) By Proposition 2 (i), X(≥t+1) is a Zariski open subset of X. It suffices to show that
0n ∈ X(≥t+1), in order to conclude that X(≥t+1) 6= ∅ is non-empty and, therefore, Zariski
dense in the irreducible affine variety X. Straightforward verification establishes that
0n ∈ X = V (f1, . . . , fn−k) and ∂f

∂x (0n) =
∂(f1,...,fn−k)
∂(x1,...,xn) (0n) = H ∈M(n−k)×n(Fq). According

to f1, . . . , fn−k ∈ I(X,Fq), the Zariski tangent space T0n(X,Fq) to X at the origin 0n is
contained in the linear code C with parity check matrix H. Since X is smooth and k-
dimensional, dimFq T0n(X,Fq) = dimFq C = k, whereas T0n(X,Fq) = C. By assumption,
C is of minimum distance ≥ t+ 1, so that 0n ∈ X(≥t+1).

(iv) Note that the Singleton Bound for C reads as t + 1 ≤ n + 1 − k and guarantees
that t ≤ n− k. Now, an immediate application of Corollary 13 provides (8).
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(v) At an arbitrary point a ∈ X, the Jacobian matrix ∂f
∂x (a) has an invertible minor

∂(f1, . . . , ft)

∂(x1, . . . , xt)
(a) =



1 ∂h1
∂x2

(a) +H12
∂h1
∂x3

(a) +H13 . . . ∂h1
∂xt

(a) +H1t

0 1 ∂h2
∂x3

(a) +H23 . . . ∂h2
∂xt

(a) +H2t

. . . . . . . . . . . . . . .

0 0 0 . . . 1


of order t with rows, labeled by i = {1, . . . , t} ∈

(
1,...,n−k

t

)
and columns, labeled by j =

{1, . . . , t} ∈
(

1,...,n
t

)
. In the notations from Proposition 12 (i), that implies X(≥t+1) ⊆

X(i, j) := X(≥t+1) \ V
(
∂fi
∂xj

)
⊆ X(≥t+1), whereas X(≥t+1) = X(i, j). Thus, the decoding

bundle morphism is defined over the entire X(≥t+1) by formula (9).

5.3 Gradient codes

Let X ⊂ Fq
n be an affine variety, whose absolute ideal I(X,Fq) = 〈f1, . . . , fm〉Fq is gen-

erated by f1, . . . , fm ∈ Fq[x1, . . . , xn]. Then for any point a = (a1, . . . , an) ∈ X with
definition field Fqδ(a) = Fq(a1, . . . , an) over Fq, the ideal

I(X,Fqδ(a)) := {g ∈ Fqδ(a) [x1, . . . , xn] | g(b) = 0, ∀b ∈ X}

of X over Fqδ(a) is generated by f1, . . . , fm. The gradient of g ∈ I(X,Fqδ(a)) is the ordered
n-tuple

grad(g) :=

(
∂g

∂x1
, . . . ,

∂g

∂xn

)
∈ Fqδ(a) [x1, . . . , xn]n

of its partial derivatives. The subset

GradaI(X,Fqδ(a)) :=

{
grada(g) =

(
∂g

∂x1
, . . . ,

∂g

∂xn

)
∈ Fn

qδ(a)

∣∣∣ g ∈ I(X,Fqδ(a))

}
of Fn

qδ(a) is an Fqδ(a)-linear code, which we call the gradient code to X at a. The fibration

π : GradCI(X) :=
∐
a∈X

GradaI(X,Fqδ(a)) −→ X

with π−1(a) = GradaI(X,Fqδ(a)) for ∀a ∈ X will be referred to as the bundle of the
gradient codes to X.

Lemma 15. Let X/Fq ⊂ Fq
n be an affine variety, defined over Fq. Then the dual

(TCX)⊥ = GradCI(X) (11)

of the bundle TCX of the tangent codes to X is the bundle GradCI(X) of the gradient
codes to X.
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Proof. The equality (11) is meant as a coincidence Ta(X,Fqδ(a))⊥ = GradaI(X,Fqδ(a)) of
the fibres at all the points a ∈ X. By the very definition, if f1, . . . , fm ∈ Fq[x1, . . . , xn] is
a generating set of I(X,Fq) then Ta(X,Fqδ(a))⊥ is the linear code with a generator matrix

∂f

∂x
(a) =

 grada(f1)
. . .

grada(fm)

 .

Therefore

Ta(X,Fqδ(a))⊥ =


m∑
j=1

λjgrada(fj) = grada

 m∑
j=1

λjfj

 ∣∣∣ λj ∈ Fqδ(a)


is a subspace of GradaI(X,Fqδ(a)), as far as

m∑
j=1

λjfj ∈ I(X,Fqδ(a)).

Conversely, any g ∈ I(X,Fqδ(a)) = 〈f1, . . . , fm〉 / Fqδ(a) [x1, . . . , xn] is of the form g =
m∑
j=1

gjfj for some gj ∈ Fqδ(a) [x1, . . . , xn]. Its gradient grad(g) =
m∑
j=1

fjgrad(gj) + gjgrad(fj)

has value

grada(g) =
m∑
j=1

gj(a)grada(fj) ∈ SpanF
qδ(a)

(grada(fj) | 1 ≤ j ≤ m) = Ta(X,Fqδ(a))⊥

at a ∈ X, as far as ∀fj ∈ I(X,Fqδ(a)) ⊆ I(a,Fqδ(a)). That suffices for the inclusion
GradaI(X,Fqδ(a)) ⊆ Ta(X,Fqδ(a))⊥ and Ta(X,Fqδ(a))⊥ = GradaI(X,Fqδ(a)).

The union
∐
a∈X

GradI(X,Fqδ(a)) of the subspaces

GradI(X,Fqδ(a)) = {grad(g) | g ∈ I(X,Fqδ(a))} ⊆ Fqδ(a) [x1, . . . , xn]n

can be viewed as a sheaf of sections

grad(g) : X(Fqδ(a)) −→ GradCI(X)|X(F
qδ(a) ),

b 7→ gradb(g).

In such a way, the gradient codes appear to be of a similar nature with the algebro-
geometric Goppa codes, which consist of the values of the global sections of line bundles
over curves Y/Fq ⊂ PN (Fq), at ordered n-tuples of Fq-rational points of Y . For a systematic
study of the algebro-geometric Goppa codes see [16], [14], [9] or [7].

For an arbitrary integer 1 ≤ s ≤ n, let us consider the loci

X
(≥s)
grad := {a ∈ X | d(gradaI(X,Fqδ(a))) ≥ s},

X
(≤s)
grad := {a ∈ X | d(gradaI(X,Fqδ(a))) ≤ s},

at which the gradient codes to X are of minimum distance ≥ s, respectively, ≤ s. The
next proposition shows that the presence of a non-zero polynomial h ∈ I(X,Fq) in at most
d variables is sufficient for the presence of an upper bound d on the minimum distance of
a gradient code to a generic point of X.
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Proposition 16. Let X/Fq ⊂ Fq
n be an irreducible affine variety, defined over Fq. If there

exists a non-zero polynomial h ∈ I(X,Fq)∩Fq[xβ] of |β| = d variables and Π¬β : X → Fq
d

is the puncturing at the complement ¬β of β then

X
(≥d+1)
grad ⊆ Π−1

¬β(Π¬β(X)sing)  X,

so that X(≤d)
grad is Zariski dense in X.

Proof. Let f1, . . . , fm ∈ Fq[x1, . . . , xn] be a generating set of I(X,Fq) / Fq[x1, . . . , xn],
G¬β,β ⊂ Fq[x1, . . . , xn] be a Groebner basis of 〈f1, . . . , fm〉Fq / Fq[x1, . . . , xn] with respect
to a lexicographic order with x¬β > xβ and Gβ := G¬β,β ∩ Fq[xβ] = {g1, . . . , gl}. By the
Elimination Theorem 2 from Chapter 3, §1 of [3], Gβ is a Groebner basis of the elimination
ideal I(β) := I(X,Fq) ∩ Fq[xβ]. The presence of a non-zero polynomial h ∈ I(β) implies
that the set Gβ 6= ∅ is non-empty. The proof of Proposition 12 (ii) has established that the
absolute ideal I(Π¬β(X),Fq) = I(β) = 〈Gβ〉Fq of the Zariski closure Π¬β(X) of Π¬β(X) in

Fq
d coincides with I(β) = 〈Gβ〉Fq . Therefore Π¬β(X)  Fq

d is an irreducible affine variety
of dimension dim Π¬β(X) < d.

For any gi ∈ Gβ ⊂ I(Π¬β(X),Fq) ⊆ I(X,Fq) and a ∈ X note that grada(gi) ∈ Fq
n

is a word of weight ≤ d, as far as gi ∈ Fq[xβ] depends on at most |β| = d variables. In
particular, for a ∈ X(≥d+1)

grad there follows gradΠ¬β(a)(gi) = grada(gi)(a) = 01×n. Thus,

∂(g1, . . . , gl)

∂xβ
(Π¬β(a)) =

 gradΠ¬β(a)(g1)

. . .
gradΠ¬β(a)(gl)

 = 0l×n at ∀a ∈ X(≥d+1)
grad

and X(≥d+1)
grad is contained in the affine variety

Z := V

(
∂gi
∂xj

∣∣∣ 1 ≤ i ≤ l, 1 ≤ j ≤ n
)
⊆ Fq

n
.

We claim that
Z ⊆ Π−1

¬β(Π¬β(X)sing). (12)

Indeed, if a ∈ Z then ∂Gβ
∂xβ

(Π¬β(a)) = 0l×n and TΠ¬β(a)(Π¬β(X),Fqδ(a)) = Fd
qδ(a) . According

to dim Π¬β(X) < d there follows Π¬β(a) ∈ Π¬β(X)sing, which is equivalent to (12). Thus,
X

(≥d+1)
grad ⊆ Π−1

¬β(Π¬β(X)sing) for the proper affine subvariety Π−1
¬β(Π¬β(X)sing)  X. Now

Π−1
¬β(Π¬β(X)smooth) = X \Π−1

¬β(Π¬β(X)sing) ⊆ X \X(≥d+1)
grad = X

(≤d+1)
grad

for the non-empty, Zariski open subset Π−1
¬β(Π¬β(X)smooth) of X, so that X(≤d+1)

grad is Zariski
dense in X.
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