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## Introduction

In 1940 Rao introduced certain combinatorial arrangements named orthogonal arrays. They play important roles in statistics (used in designing experiments), computer science and cryptography. Orthogonal arrays are related to combinatorics, finite fields, geometry and error-correcting codes. Although much has been done in this area, there are still many unsolved problems. 17

Definition 0.0.1. (Definition 1.1.1) Let $\mathcal{A}$ be an alphabet of $q$ symbols. An Orthogonal Array $O A(M, n, q, t)$ of strength $t$ with $M$ rows, $n$ columns $(n \geq t)$, and $q$ levels is an $M \times n$ matrix (array) with entries from $\mathcal{A}$ so that every $M \times t$ submatrix contains each of the $q^{t}$ possible $t$-tuples equally often as a row (say $\lambda$ times).

Obviously $M=\lambda q^{t}$ and an orthogonal array of strength $t$ is also of strength $t^{\prime}$, for any $t^{\prime}<t$. The number $\lambda$ is called index of the orthogonal array.

Often used notations for $O A(M, n, q, t)$ are also $O A\left(M, q^{n}, t\right)$ or $t-(q, n, \lambda)$.
Here is an example of $O A(4,3,2,2)$ :

| 0 | 0 | 0 |
| :--- | :--- | :--- |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

The origin of orthogonal arrays is experimental statistic. C. R. Rao ([30, 31, 32]) introduced them for use in fractional factorial experiments. Since their introduction many researchers coming from different scientific arrays began to contribute to the subject. The diversity of their background has caused various terms to be used for one and the same notions in the area. Here are the most used terms for the basic parameters of $O A(M, n, q, t)$ :
$\mathcal{A}^{n}$ : full factorial design;
$O A(M, n, q, t)$ : fractional factorial design; fraction;
$M$ : number of rows, or number of experimental runs, or size;
$n$ : number of columns, or number of factors, or number of constraints; number of variables;
$q$ : number of levels; number of symbols;
$t$ : strength, or estimability of parameters;
$\lambda$ : index;
Generally $O A(M, n, q, t)$ is a multi-subset of $\mathcal{A}^{n}$, that is, it can have repeated rows, but all its different rows form a subset of $\mathcal{A}^{n}$. Orthogonal array without repeated rows is called simple.

For instance $t-(q, t, \lambda)$, that is, $O A\left(\lambda q^{t}, t, q, t\right)$ is a trivial example of an orthogonal array: each element of $\mathcal{A}^{t}$ is repeated $\lambda$ times.

Usually $\mathcal{A}=\mathbb{Z}_{q}$, the additive group of integers modulo $q$, or the finite field $G F(q)$, when $q$ is a prime power. The use of the finite field $G F(q)$ as alphabet enables results from coding theory to be drawn in for solving problems concerning orthogonal arrays. But there are researchers which consider orthogonal arrays over $\mathbb{C}_{q}$, the multiplicative group of $q$-roots of unity in $\mathbb{C}\left(\mathbb{Z}_{q} \cong \mathbb{C}_{q}\right)$ or other specific alphabets.

The notion orthogonal array can be generalized to so called mixed orthogonal array. Let $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{n}$ be a set of alphabets with cardinality $q_{1}, q_{2}, \ldots, q_{n}$, respectively. A mixed orthogonal array is defined as a multi-subset of $\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{n}$ satisfying the properties given in Definition 1.1.1.

Some applications of orthogonal arrays in medicine are in:

- pharmaceutical companies. Based on orthogonal arrays, they conduct studies on stability and shelf life of drugs, which involves many different factors.
- multiple drug therapy. Orthogonal arrays can help doctors to adjust dose levels to avoid or minimize interactions when using multiple medications.
- clinical trials to study how drugs are absorbed, distributed, metabolized, and restricted by the body, especially to study the effects of multiple factors on these drug characteristics.

In experiments the joint effect of several factors on the properties of a product or process is studied. And usually they are conducted according to an orthogonal array. The terminology used is as follows: each column corresponds to a factor $n$, the symbols are the factor levels $q$ and each row represents a combination of the factor levels, called runs.

The number of rows $M$ (which represents the number of runs in the experiment and may require too many resources) should be reduced. This brings us to the following problems:

1. to find the smallest possible number of rows of orthogonal array;
2. for a given number of runs to know the largest number of columns that can be used in an orthogonal array.

Or more generally these are problems of

* Existence: for which values of the number of rows, columns, strength and levels does an orthogonal arrayexist?
$\star$ Construction: how can we construct an array, if one exists.
* Non-isomorphic classes: find the numbers of non-isomorphic orthogonal arrays for given parameters.

In what follows we continue with a more detailed description of the results in chapters. Definitions, concepts and theorems are introduced to describe the results obtained in the Phd dissertation. The corresponding numbers are also given.

In Chapter 1 we give some notations and properties of Orthogonal arrays.
Proposition 0.0.2. (Proposition 1.2.1, [17]) For an $O A(M, n, q, t)$ the following properties hold
(i) Remind that the parameters of an orthogonal array satisfy the equality $\lambda=\frac{M}{q^{t}}$
(ii) A permutation of the symbols (levels q) of any factor (column n) in an $O A(M, n, q, t)$ results in orthogonal array with the same parameters.
(iii) A permutation of the runs or factors (columns n) in an $O A(M, n, q, t)$ results in orthogonal array with the same parameters.
(iv) Any $M \times k$ sub-array of $O A(M, n, q, t)$ is an $O A\left(M, k, q, t^{\prime}\right)$, where
$t^{\prime}=\min \{t, k\}$.
(v) If $A=\left[\begin{array}{l}A_{1} \\ A_{2}\end{array}\right]$ is an $O A(M, n, q, t)$, where $A_{1}$ itself is an $O A\left(M_{1}, n, q, t_{1}\right)$, then $A_{2}$ is an $O A\left(M-M_{1}, n, q, t_{2}\right)$ with $t_{2} \geq \min \left\{t, t_{1}\right\}$.

The definitions for codes and its relations to orthogonal arrays are given in section 1.3.

Special attention is paid to Krawtchouk's polynomials which are introduced in 1929 by Ukrainian mathematician Krawtchouk as a generalization of Hermite polynomials. They play an important role in coding theory and are also useful in graph theory and number theory (see, e.g., [22, 15], [19], 41], and [25]). .

Let Euclidean space $E$ be a linear space over the field of real numbers $\mathbb{R}$ supplied with usual scalar product.

Let $E \subset \mathbb{R}[x]$ be the linear space of polynomials of degree up to $n$. The bilinear map defined by

$$
\langle f, g\rangle \stackrel{\text { def }}{=} \sum_{i=0}^{n} k_{i} f\left(x_{i}\right) g\left(x_{i}\right), \quad k_{i} \geq 0,
$$

where $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n+1}$ is a fixed $(n+1)$-tuple of different real numbers called approximation points, satisfies the axioms for scalar product. Usually the weight vector $\left(k_{0}, k_{1}, \ldots, k_{n}\right)$ is chosen to satisfy $\sum_{i=0}^{n} k_{i}=1$ in order to assure that the norm is 1 .

Let $q \geq 2$ be integer, $(0,1, \ldots, n)$ be the approximation points, and

$$
\begin{equation*}
\langle f, g\rangle \stackrel{\text { def }}{=} \frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) g(i) . \tag{1}
\end{equation*}
$$

The weight vector is

$$
\frac{1}{q^{n}}\left(1,\binom{n}{1}(q-1), \ldots,\binom{n}{n}(q-1)^{n}\right)
$$

and satisfies

$$
\sum_{i=0}^{n}\binom{n}{i} \frac{(q-1)^{i}}{q^{n}}=1
$$

Definition 0.0.3. (Definition 1.4.1) Krawtchouk polynomial is a polynomial defined by

$$
K_{k}(x ; n, q)=\sum_{j=0}^{k}(-1)^{j}\binom{x}{j}\binom{n-x}{k-j}(q-1)^{k-j}, \quad k=0,1 \ldots n .
$$

Usually $n$ and $q$ have already been fixed or their values are known from context.

Hence for simplicity we often omit $n$ and $q$ and write only $K_{k}(x)$.
The Krawtchouk polynomial $K_{k}(x ; n, q)$ is a polynomial of degree $k$ in $x$ with leading coefficient $(-q)^{k} / k$ !. Here are the first three polynomials:

$$
\begin{aligned}
& K_{0}(x)=1 \\
& K_{1}(x)=-q x+n(q-1) \\
& K_{2}(x)=\frac{1}{2}\left[q^{2} x^{2}-((2 n-1)(q-1)+1) x+n(n-1)(q-1)^{2}\right]
\end{aligned}
$$

The generating function of Krawtchouk polynomials is

$$
\begin{equation*}
\sum_{k=0}^{n} K_{k}(x ; n, q) z^{k}=(1+(q-1) z)^{n-x}(1-z)^{x} \tag{2}
\end{equation*}
$$

Proposition 0.0.4. (Proposition 1.4.2) Krawtchouk polynomials satisfy the relations

$$
\begin{equation*}
(q-1)^{i}\binom{n}{i} K_{k}(i)=(q-1)^{k}\binom{n}{k} K_{i}(k) . \tag{3}
\end{equation*}
$$

Lemma 0.0.5. (Lemma 1.4.3) Krawtchouk polynomials $K_{0}(x), K_{1}(x), \ldots, K_{n}(x)$ form an orthogonal system regarding to the scalar product (1, 1.1), namely

$$
\begin{equation*}
\left\langle K_{k}, K_{l}\right\rangle=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} K_{k}(i) K_{l}(i)=\binom{n}{k}(q-1)^{k} \delta_{k l} \tag{4}
\end{equation*}
$$

for $k, l=0,1, \ldots, n$, where $\delta_{k l}$ is Kronecker delta.
The second orthogonality relation is as follows.

## Corollary 0.0.6. (Corollary 1.5 )

$$
\begin{equation*}
\sum_{i=0}^{n} K_{k}(i) K_{i}(l)=q^{n} \delta_{k l} \tag{5}
\end{equation*}
$$

Theorem 0.0.7. (Theorem 1.4.5) For any polynomial $f(x) \in \mathbb{R}[x]$ of degree $\leq n$ there is a unique expansion

$$
\begin{gathered}
f(x)=\sum_{k=0}^{n} f_{k} K_{k}(x), \quad \text { where } \\
f_{k}=\frac{1}{q^{n}\binom{n}{k}(q-1)^{k}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) K_{k}(i)=\frac{1}{q^{n}} \sum_{i=0}^{n} f(i) K_{i}(k) .
\end{gathered}
$$

The orthogonal polynomials have many interesting properties (see [41]). The following theorem gives some of them.

Theorem 0.0.8. (Theorem 1.4.10) The following relations hold:
(i) $K_{k}(x ; n)=(q-1) K_{k-1}(x ; n-1)+K_{k}(x ; n-1)$;
(ii) $(q-1) K_{k}(x ; n)+K_{k}(x-1 ; n)=q K_{k}(x-1 ; n-1)$;
(iii) $\sum_{k=0}^{n}\binom{n-k}{n-j} K_{k}(x)=q^{j}\binom{n-x}{j}$;
(iv) $\sum_{k=0}^{m} K_{k}(x ; n)=K_{m}(x-1 ; n-1)$.

Using the attractive and beautiful properties of additive characters (Section 1.4.4) we can prove the theorems that can help a lot in our investigations in the field of orthogonal arrays.

Definition 0.0.9. (Definition 1.5.1) Let $C$ be an $O A(M, n, q, t$ ) (or a subset of $\left.\mathcal{A}^{n}\right)$ and $\mathbf{x} \in \mathcal{A}^{n}$ be a fixed vector. The set of integers $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ defined by

$$
p_{i}=|\{\mathbf{u} \in C \mid d(\mathbf{x}, \mathbf{u})=i\}|
$$

is called the distance distribution of $C$ with respect to x .
The lemma below is due to Delsart ([14, 13])

Lemma 0.0.10. (Lemma 1.5.2, Delsart 14, 13]) Let $C$ be $O A(M, n, q, t)$ and $\mathbf{x} \in \mathcal{A}^{n}\left(\mathbb{F}_{q}^{n}\right)$. If $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{x}$ then

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} K_{k}(i)=0 \quad \text { for } k=1, \ldots, t \tag{6}
\end{equation*}
$$

Theorem 0.0.11. (Theorem 1.5.3) Let $C$ be $O A(M, n, q, t)$ and $\mathbf{v} \in \mathbb{F}_{q}^{n}$. If $\mathbf{p}(\mathbf{v})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{v}$ then for any polynomial $f(x)$ of degree $\operatorname{deg} f \leq t$ the following hold
(a)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} f(i)=f_{0} M, \quad f_{0}=\frac{1}{q^{n}} \sum_{i=0}^{n} f(i) K_{i}(0)=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) \tag{7}
\end{equation*}
$$

where $f(x)=f_{0}+\sum_{j=1}^{t} f_{j} K_{j}(x)$.
(b)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} f\left(t_{i}\right)=a_{0} M, \quad a_{0}=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f\left(t_{i}\right)=\frac{1}{q^{n}} \sum_{i=0}^{n} K_{i}(0) f\left(t_{i}\right) \tag{8}
\end{equation*}
$$

where $f(x)=a_{0}+\sum_{j=1}^{t} a_{j} Q_{j}(x)$ and $t_{i}=1-\frac{2 i}{n}$.

In chapter 2 are used polynomial and combinatorial techniques [13, [23, 17] to compute all feasible distance distributions of ternary orthogonal arrays of respectively small lengths and strengths. We propose a method for computing and reducing of the possibilities of distance distributions of given orthogonal arrays. We use properties of orthogonal arrays (with given parameters) and some relations with their derived orthogonal arrays to reduce the possible distance distributions. To solve questions about existence and classification, it is important to know the possible distance distributions of an orthogonal array with respect to any point. Having this information we can get knowledge about its structure.

We improve the know methods [7, 8, 2] for computing and reducing the possibilities for distance distributions of orthogonal arrays. Then apply the new conditions so that the orthogonal arrays are satisfied. If no then we get nonexistence result, i.e there is no $O A(108,16,3,3)$ and confirm the nonexistence result for $O A(108,17,3,3)$ ([2]).

Let $C$ be an $O A(M, n, q, t)$ and $\mathbf{x} \in \mathcal{A}^{n}$ be a fixed vector. The set of integers $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ defined by

$$
p_{i}=|\{\mathbf{u} \in C \mid \mathrm{d}(\mathbf{x}, \mathbf{u})=i\}|
$$

is called the distance distribution of $C$ with respect to $\mathbf{x}$.
Boyvalenkov and co-authors ( $[7,8,3]$ ) point out that in the general case all feasible distance distributions can be computed as nonnegative integer solutions of certain system of linear equations with Vandermone matrix $\left(t_{j}^{i}\right)$, where $t_{j}=$ $1-\frac{2 j}{n}, j=0, \ldots, n$.

Recently, the results of Bose and Bush ([1]) were proved by Manev ([26]) in a different way. The Manev's results are summarized in the Theorem 2.1.2. This theorem can facilitate the fast computation of the distance distributions.

Theorem 0.0.12 (Theorem 2.1.2, [26]). Let $C$ be an $O A(M, n, q, t)$ and $\mathbf{v} \in \mathcal{A}^{n}$. If $\mathbf{p}(\mathbf{v})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{v}$, then for $m=0,1, \ldots, t$ and $s=1, \ldots, t+1, \mathbf{p}(\mathbf{v})$ satisfies the following systems:
(i)

$$
\sum_{i=0}^{n}\binom{n-i}{m} p_{i}=\frac{M}{q^{m}}\binom{n}{m}=\lambda q^{t-m}\binom{n}{m}
$$

(ii)

$$
\sum_{i=0}^{n} p_{i} i^{m}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i} i^{m}(q-1)^{i}
$$

(iii)

$$
\sum_{i=0}^{n} p_{i}(n-i)^{m}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(n-i)^{m}(q-1)^{i}
$$

(iv)

$$
\sum_{i=0}^{n}\binom{i-s}{m} p_{i}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{m}(q-1)^{i} .
$$

These systems $2.2,2.3,2.4,2.5$ show that $\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is a solution of equavalent linear systems with nonnegative integer coefficients. One should find all their nonnegative integer solutions, that is, to select the nonnegative among all integer solutions.

In the section 2.2 we present an algorithm for determining possible vectors $\mathbf{p}$. It turns out that finding the best possible upper bound vector $u$ for the vectors $p$ is very important. This increases the efficiency of the computations.

Beginning with considering the system (iv) in Theorem 2.1.2 in details.

$$
\begin{equation*}
A_{s} p^{\tau}=a \tag{9}
\end{equation*}
$$

where

$$
A_{s}=\left(a_{k l}\right)=\left(\binom{l-s}{k}\right)
$$

is a $(t+1) \times(n+1)$ matrix. The vector $a=\left(a_{0}, a_{1}, \ldots, a_{t}\right)^{\tau}$ is determined by

$$
a_{k}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{k}(q-1)^{i},
$$

where $k=0, \ldots, t$. Columns of $A$ corresponding to $l=s, \ldots, s+t$ form $(t+1) \times(t+1)$ matrix $R_{t}=\left(r_{i j}\right)=\left(\binom{j}{i}\right)$. Multiplying the system (9, 3.1) with $R_{t}^{-1}$ we get $B p^{\tau}=b$, where $B=R_{t}^{-1} A=\left(b_{m l}\right)$ and $b=\left(b_{0}, \ldots, b_{t}\right)^{\tau}$, that is,

$$
b_{m l}=(-1)^{m} \sum_{j=0}^{t}(-1)^{j}\binom{j}{m}\binom{l-s}{j}, \quad m=0,1, \ldots, t, l=0,1, \ldots, n
$$

and

$$
b_{m}=(-1)^{m} \lambda q^{t-n} \sum_{i=0}^{n}\left(\binom{n}{i}(q-1)^{i} \sum_{j=0}^{t}\binom{j}{m}\binom{i-s}{j}\right), \quad m=0,1, \ldots, t .
$$

The analytic expressions of the transformed matrix that we received in the following theorem helps a lot in computations.

Theorem 0.0.13. (Theorem 2.3.1) The following hold:
(a) $b_{m l}=(-1)^{2 m}\binom{l-s}{m}\binom{t-l+s}{t-m}=\binom{l-s}{m}\binom{t-l+s}{t-m} ;$
(b) $b_{m l}= \begin{cases}(-1)^{m+t} \frac{l-s-t}{l-s-m}\binom{t}{m}\binom{l-s}{t}, & l \neq s+m \\ 1, & l=s+m\end{cases}$

It turns out that there is no good simple form of expression for $b_{m}$ in general, only in special cases. After simplification (described in detail in Chapter 2 - applying Lemma 2.1.6 to (2.8) we obtain

$$
b_{m}=(-1)^{m} \lambda q^{t-n} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i}(-1)^{m}\binom{i-s}{m}\binom{t+s-i}{t-m}
$$

or equivalently

$$
b_{m}=(-1)^{m+t} \lambda q^{t-n}\binom{t}{m} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{t} \frac{i-s-t}{i-s-m}(q-1)^{i},
$$

where $m=0,1, \ldots, t$.
Some bounds could be found when strength $t$ is even number. The situation when $t$ is odd number is a more complicate.

Corollary 0.0.14. (Corollary 2.3.3) For $t$ even number the inequality holds

$$
p_{l} \leq\left\lfloor\frac{b_{m}}{b_{m l}}\right\rfloor, \text { for } l=0,1, . . s-1, s+t+1, \ldots, n
$$

In section 2.4. we study orthogonal arrays applying the knowledge of possible distance distributions and derive information about its structure.

Let $C$ be an $O A(M, n, q, t)$ and we can assume that $C$ contains the all-zero vector. Let $C^{\prime}$ be the orthogonal array obtained from $C$ by deleting the first column. Denote by $C_{i}, i=0,1, \ldots, q-1$ the set obtained by taking all rows of $C$ with the $i$-th element
of $\mathcal{A}$ in the first column and then deleting the first column. ( $C_{0}$ corresponds to 0 in the first column.) According to Proposition 1.2.1

$$
C^{\prime} \text { is } O A(M, n-1, q, t) \quad \text { and } \quad C_{i} \text { is } O A(M / q, n-1, q, t-1) \text {. }
$$

We compute all possible distance distributions of $C^{\prime}, C_{i}, C$ using described algorithm, and any other necessary arrays derived from $C$.

Let $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \in C$, i.e., $\mathbf{c}_{0}=\left(c_{2}, \ldots, c_{n}\right) \in C_{0}$ or $C_{i}$. The distance distribution of $C$ with respect to $\mathbf{c}$ is $\mathbf{p}(\mathbf{c})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ and $\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$ of $C_{0}$ (or $C_{i}$ ) to $\mathbf{c}_{0}$, respectively.

A vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ dominate another vector $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ if $a_{i} \geq b_{i}$ for all $i=1, \ldots, n$.

Corollary 0.0.15. (Corollary 2.4.1) If vector $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is a a distance distribution of $O A(M, n, q, t)$ array $C$ then it satisfies the following conditions
(i) $\left(p_{0}, p_{1}, \ldots, p_{n-1}\right)$ dominates $\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$, when $p_{0}^{0} \geq 1$;
(ii) $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ dominates $\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$ when $p_{0}^{0}=0$;
(iii) the difference

$$
\bar{p}\left(c_{0}\right)=\left(\bar{p}_{0}, \bar{p}_{1}, \ldots, \bar{p}_{n-1}\right)=\left(p_{1}-p_{1}^{0}, \ldots, p_{n-1}-p_{n-1}^{0}, p_{n}\right)
$$

has to be the distance distribution of $C_{1} \cup \cdots \cup C_{q-1}$ with respect to the external point $c_{0}$;
(iv) $\stackrel{\vee}{p}\left(c_{0}\right)=\bar{p}\left(c_{0}\right)+p^{0}\left(c_{0}\right)$ has to be a distance distribution of $\stackrel{\mathrm{V}}{\mathrm{C}}$ with respect to $c_{0}$.

Deleting different columns we can obtain not only different $C_{i}$ but different values for $\mathbf{p}, \overline{\mathbf{p}}(\mathbf{c}), \mathbf{p}^{0}$. The following result holds

Theorem 0.0.16. (Theorem 2.4.2 [[7, 26]]]) Let $\bar{p}^{(1)}, \bar{p}^{(2)}, \ldots, \bar{p}^{(s)}$ be all possible successors of $p$ and let $\bar{p}^{(i)}$ be obtained in $k_{i}$ cases of deleting of a column, $i=$ $1,2, \ldots, s$. Then the integers $k_{i}$ satisfy

$$
\left\lvert\, \begin{aligned}
& k_{1}+k_{2}+\cdots+k_{s}=n \\
& k_{1} \bar{p}^{(1)}+k_{2} \bar{p}^{(2)}+\cdots+k_{s} \bar{p}^{(s)}=\left(p_{1}, 2 p_{2}, \ldots, n p_{n}\right) \\
& k_{i} \geq 0
\end{aligned}\right.
$$

In section 2.5. we prove that

Theorem 0.0.17. (Theorem 2.5.1) The minimal index for ternary arrays with strength $t=3$ and length 17 and 16 is $\lambda=5$.

Some structural results are shown in section 2.5.1.
Remark: All the computations are made in Maple.
In Chapter 3 we consider another connection between codes and orthogonal arrays, i.e. covering radius (5). The covering radius of an orthogonal array $C$ is the minimum of the numbers $\rho$ such that every point of the Hamming space $H(n, q)$ is within distance $\rho$ of at least one point in $C$; that is, it is the smallest radius such that closed balls of that radius centered at the points of $C$ have all of $H(n, q)$ as their union.

We obtain analytically upper bounds for the covering radius of a given orthogonal array depend on its parameters. We have done this by investigations of the set of all feasible distance distributions of the corresponding orthogonal array and related to it orthogonal arrays.

To prove our bounds for covering radius we choose to work with $s=n-t$. This makes the situation simpler, i.e.

$$
B p^{\tau}=b, \text { and } B=\left(U I_{t+1}\right)=\left(b_{m l}\right),
$$

where $b=\left(b_{m}\right), m=0,1, \ldots, t, l=0,1, \ldots, n$.
The coefficients $b_{0}$ and $b_{1}$ can be expressed.
Corollary 0.0.18. (Corollary 3.2.1) For given parameters $M$, $n, q, t, s=n-t$, and $\lambda=M / q^{t}$ the following hold:
(i) $b_{0}=\lambda\binom{n}{t}$;
(ii) $b_{1}=-\lambda\binom{n}{t-1}(n-t-q+1)$.

The next theorem gives the first bounds on covering radius for a given orthogonal array.

Theorem 0.0.19. (Theorem 3.2.2) Let $C$ be an $O A(M, n, q, t)$ having covering radius $\rho(C)$. Then

$$
\rho(C) \leq n-t .
$$

The uniqueness of the solution in the proof of Theorem 3.2.2 allows further improvements.

| Distance distributions with max- <br> imum number of zeros in the begin- <br> ning | $\rho(C)$ | Theorem 3.2.2 3.2.3 |
| :--- | :---: | :---: |
| $O A(54,5,3,3)$ <br> $(0,0,20,0,30,4)$ <br> Sloane's page [40] | 2 | $\rho(C)$ <br> $\leq 5-3=2$ <br> $n-t=q-1$ |
| $O A(18,7,3,2)$ <br> $(0,0,0,0,14,0,0,4)$ <br> Evangelaras, Koukouvinos, <br> Lappas [16] <br> Schoen, Eendebak, Nguyen[34] | 4 | $\rho(C)$ |

Table 1: Examples of covering radius of orthogonal arrays that attain the bounds from Theorems 3.2.2, 3.2.3

Theorem 0.0.20. (Theorem 3.2.3) Let $C$ be an $O A(M, n, q, t)$ having covering radius $\rho(C)$. If $n-t>q-1$, then

$$
\rho(C) \leq n-t-1 .
$$

Using a procedure for reduction of the possible distance distributions of orthogonal array we improve the bound by 1 under certain assumptions.

Theorem 0.0.21. (Theorem 3.3.1) Let $C$ be an $O A(M, n, q, t)$ with covering radius $\rho(C)$. If $n>2(t+q-1)$, then

$$
\rho(C) \leq n-t-2 .
$$

Some examples that attain the bounds are pointed out.
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## Chapter 1

## Orthogonal Arrays

In this chapter we give some notations and properties of orthogonal arrays.

### 1.1 Orthogonal Arrays - definitions

Although the first notation for orthogonal arrays was more than fifty years ago, they are an active area today. They are related to Latin squares, Hadamard matrices, finite geometry and error-correcting codes. Although much has been done in this area, there are still many unsolved problems. Many researchers have found inspiration in this topic and new ones are being discovered all the time. The diversity in the background make and more difficult the contributions to this subject.

Definition 1.1.1. [17] Let $\mathcal{A}$ be an alphabet of $q$ symbols. An Orthogonal Array $O A(M, n, q, t)$ of strength $t$ with $M$ rows, $n$ columns $(n \geq t)$, and $q$ levels is an $M \times n$ matrix (array) with entries from $\mathcal{A}$ so that every $M \times t$ submatrix contains each of the $q^{t}$ possible $t$-tuples equally often as a row (say $\lambda$ times).

In 1940's in a series of papers C. R. Rao ([30, 31, 32]) introduced certain combinatorial arrangements with applications to statistics into an array structure, which has been later termed as an orthogonal array by Bush [9]. One of the first formal attempts to construct orthogonal array was undertaken by Seiden ([35, 36]) in 1954. He analysed the theory of Orthogonal array from the work done by Bose [1]. The book on Orthogonal arrays by Hedayat, Sloane and Stufken [17] has an important role in these theory. The interest of constructing orthogonal array is still alive [27, 45, 42].

Our task is to investigate structure of q-ary orthogonal array and hopefully to find some nonexistence result or some restriction of the structure.

Example 1.1.2. The following array is an orthogonal array based on three levels, with strength two, of index unity, with nine runs and with four factors. It is an $O A(9,4,3,2)$. Where $\lambda=\frac{M}{q^{t}}=1$

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 0 |
| 2 | 2 | 2 | 0 |
| 0 | 1 | 2 | 1 |
| 1 | 2 | 0 | 1 |
| 2 | 0 | 1 | 1 |
| 0 | 2 | 1 | 2 |
| 1 | 0 | 2 | 2 |
| 2 | 1 | 0 | 2 |

Let us pick any two columns, combination of symbols

$$
(0,0),(0,1),(0,2),(1,0),(1,1),(1,2)(2,0),(2,1),(2,2),
$$

which appers the same number of times, exactly one, in each pair of columns of the OA. That's the property that makes it an orthogonal array.

As already mentioned, the main applications of orthogonal arrays are in planing experiments. We explain the example in other point of view. The number of rows $(M)$ represent the number of runs in the experiment. The columns (factors - $n$ ) of the orthogonal array correspond to the different variables whose effects are being analyzed.

We consider coffee, sugar, milk, cream as the factors (or variables). In our example we have 4 columns. Which means we can vary the levels to these different variables. As a result we get various coffees - coffee, cappucino, turkish coffee, late coffee (the runs).

|  | coffee | sugar | milk | cream |
| :---: | :---: | :---: | :---: | :---: |
| cappucino | 1 | 1 | 1 | 0 |
| coffee | 1 | 0 | 0 | 0 |

So we make different coffees or experiments if we put different quantities of each factor.

There are two main problems in the ares of the orthogonal array, i.e.
i) For fixed number of columns (factors) $n$, number of levels $q$ and strength $t$, the problem is to find the smallest possible number of rows of the orthogonal array.
ii) For a given number of runs, to know the largest number of columns that can be construct an orthogonal array.

Definition 1.1.3. 17] Orthogonal array without repeated rows is called simple.
Definition 1.1.4. 17] Let $q$ be a prime power. An $O A(M, n, q, t)$ is said to be linear if it is simple and its rows form an linear space over $G F(q)$.

Definition 1.1.5. [17] $A$ mixed orthogonal array $O A\left(M, n, q_{1}^{n_{1}} q_{2}^{n_{2}} \ldots q_{v}^{n_{v}}, t\right)$ is an array of size $M \times n$, where $n=n_{1}+n_{2}+\ldots+n_{v}$ is the total number of factors, in which the first $n_{1}$ columns have symbols from $0,1, \ldots, q_{1}-1$, the next $n_{2}$ columns have symbols from $0,1, \ldots, q_{2}-1$, and so on, with the property that in any $M \times t$ subarray every possible t-tuple occurs an equal number of times as a row.

Example 1.1.6. [17] A mixed orthogonal array that in fact is an $O A(8,5,4,2)$ or $O A\left(8,5,4^{1} 2^{4}, 2\right)$, as we see the first column has three levels and the next four columns have two levels.

| 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 0 |
| 2 | 0 | 0 | 1 | 1 |
| 2 | 1 | 1 | 0 | 0 |
| 3 | 0 | 1 | 1 | 0 |
| 3 | 1 | 0 | 0 | 1 |

### 1.2 Basic Properties

In this section we present some basic definitions and properties of orthogonal arrays which are important for our investigation.

Proposition 1.2.1. [17] For an $O A(M, n, q, t)$ the following properties hold
(i) Remind that the parameters of an orthogonal array satisfy the equality $\lambda=\frac{M}{q^{t}}$
(ii) A permutation of the symbols (levels q) of any factor (column n) in an $O A(M, n, q, t)$ results in orthogonal array with the same parameters.
(iii) A permutation of the runs or factors (columns n) in an $O A(M, n, q, t)$ results in orthogonal array with the same parameters.
(iv) Any $M \times k$ sub-array of $O A(M, n, q, t)$ is an $O A\left(M, k, q, t^{\prime}\right)$, where $t^{\prime}=\min \{t, k\}$.
(v) If $A=\left[\begin{array}{l}A_{1} \\ A_{2}\end{array}\right]$ is an $O A(M, n, q, t)$, where $A_{1}$ itself is an $O A\left(M_{1}, n, q, t_{1}\right)$, then $A_{2}$ is an $O A\left(M-M_{1}, n, q, t_{2}\right)$ with $t_{2} \geq \min \left\{t, t_{1}\right\}$.

Proof. (v) If $t_{1} \geq t$ then $A_{1}$ has strength $t$, thus in any $t$ columns any $t$-tuple appears multiple of $q^{t}$ times. But then the same has to be true for the $A_{2}=A / A_{1}$, i.e., the strength of $A_{2}$ is at least $t$. Similarly if $t_{1}<t$ then $A_{2}$ has strength at least $t_{1}$.

Proposition 1.2.2. 17] If $A_{i}$ is $O A\left(M_{i}, n, q, t_{i}\right), \quad i=1, \ldots, m$, then

$$
A=\left[\begin{array}{c}
A_{1} \\
A_{2} \\
\vdots \\
A_{m}
\end{array}\right]
$$

is $O A(M, n, q, t)$ with $M=M_{1}+M_{2}+\cdots+M_{m}$ and strength is $t$ for some $t \geq$ $\min \left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$. Further, when $m=s$ and each $A_{i}$ is an $O A(M, n, q, t)$ after appending a 1 to each row of $A_{1}$, a 2 to each row of $A_{2}$, and so on we obtain an $O A(q M, n+1, q, t)$.

Definition 1.2.3. 17] Two orthogonal arrays is said to be isomorphic if one can be obtained from the other
(i) by a sequence of permutations of its rows ( $M$ ),
(ii) by a sequence of permutations of its columns ( $n$ ),
(iii) by a sequence of permutations of its symbols of each column.

Example 1.2.4. The following $O A(8,4,2,3)$ are isomorphic.

| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 |

There are other similar results for some mixed orthogonal arrays (see for instance [17] and [29]).

Definition 1.2.5. [17] Two orthogonal arrays are said to be statistically equivalent if one can be obtained from the other only by a permutation of the runs.

So, in the Example 1.2.4, two orthogonal arrays are not statistically equivalent.

### 1.3 Orthogonal arrays and their relations to codes

In this section we give same basic properties for error-correcting codes and discuss their relation with orthogonal arrays. This section is based on the books [28] and [17.

### 1.3.1 Codes - definitions and properties

The theory of error-correcting codes began in the late 1940's by Shannon (38, (39]).

Let the alphabet $\mathcal{A}$ be the finite field $G F(q)$, when $q$ is a prime power (sometimes $\mathcal{A}=\mathbb{Z}_{q}$ be the additive commutative ring with unity of integers modulo $q$ ). The use of finite field $G F(q)$ as alphabet enables results from coding theory to be drawn in for solving problems concerning orthogonal arrays.

Hamming distance $d(\mathbf{x}, \mathbf{y})$ between two vectors $\mathbf{x}$ and $\mathbf{y}$ in $\mathcal{A}^{n}$, where $|\mathcal{A}|=q=$ $p^{m}$ is the number of coordinates in which they differ:

$$
d(\mathbf{x}, \mathbf{y}) \stackrel{\text { def }}{=}\left|\left\{i \mid x_{i} \neq y_{i}\right\}\right| .
$$

Theorem 1.3.1. ([28]) The distance function $d(\mathbf{x}, \mathbf{y})$ satisfies the following four properties

1. (non-negativity) $d(\mathbf{x}, \mathbf{y}) \geq 0$, for every $x, y \in \mathcal{A}^{n}$,
2. $d(\mathbf{x}, \mathbf{y})=0$ if and only if $x=y$,
3. (symmetry) $d(\mathbf{x}, \mathbf{y})=d(\mathbf{y}, \mathbf{x})$, for every $x, y \in \mathcal{A}^{n}$,
4. (triangle inequality) $d(\mathbf{x}, \mathbf{z}) \leq d(\mathbf{x}, \mathbf{y})+d(\mathbf{y}, \mathbf{z})$, for every $x, y, z \in \mathcal{A}^{n}$.

The Hamming weight $w t(\mathbf{x})$ of a vector $\mathbf{x} \in \mathcal{A}^{n}$ is the number of non-zero coordinates in $\mathbf{x}$. Clearly, $w t(\mathbf{x})=d(\mathbf{x}, 0)$, where $\mathbf{0}$ is all zero vector.

Theorem 1.3.2. ([28]) If $\mathbf{x}, \mathbf{y} \in \mathcal{A}^{n}$ then $d(\mathbf{x}, \mathbf{y})=w t(x-y)$.
Definition 1.3.3. ([28]) Linear $[n, k]$-code over $\mathcal{A}$ or $[n, k]_{q}$-code is called any $k$-dimentional linear subspace $C$ of $\mathcal{A}^{n}$. The elements of $C$ are called codewords.

The minimum distance of a code $C$ is the smallest distance between distinct codewords i.e.

$$
d(C)=\min \{d(\mathbf{x}, \mathbf{y}) \mid x, y \in C, x \neq y\}
$$

Theorem 1.3.4. ([28]) If $C$ is a linear code, the minimum distance $d$ is the same as the minimum weight of the nonzero codewords of $C$.

Definition 1.3.5. ([28]) A linear code over $\mathcal{A}$ with length $n$, dimention $k$ and minimum distance $d$ we call $[n, k, d]_{q}$-code.

Codes over the fields of orders 2,3 and 4 are called binary, ternary and quaternary etc. codes, respectively.

In the linear space $\mathcal{A}^{n}$ is defined the scalar product in usual way as

$$
(x, y)=x_{1} y_{1}+x_{2} y_{2}+\ldots+x_{n} y_{n}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are vectors in $\mathcal{A}^{n}$. Two vectors $x, y$ are orthogonal if their scalar product is zero, i.e. $(x, y)=0$.

Definition 1.3.6. The set of all vectors of $\mathcal{A}^{n}$ orthogonal to every codeword of $C$ is called an dual code, named $C^{\perp}$, i.e.

$$
C^{\perp}=\left\{x \in \mathcal{A}^{n} \mid(x, y)=0 \forall y \in C\right\} .
$$

A generator matrix for an $[n, k]_{q}$ code $C$ is any $k \times n$ matrix $G$ whose rows form a basis for $C$. A code has many generator matrices. If the generator matrices is in the form $\left[I_{k}, A\right]$ where $I_{k}$ is the $k \times k$ identity matrix, then we say that the generator matrix is in the standart form. The generator matrix G of $[n, k]_{q}$ code C is simply a matrix whose rows are independent and span the code.

For any set of $k$ independent columns of a generator matrix $G$, the corresponding set of coordinates forms an information set for $C$.

Definition 1.3.7. ([28]) A matrix, $H$, is called a parity check matrix for a linear code if and only if for every codeword $c$ in $C, H c^{T}=0$.

Theorem 1.3.8. ([28]) If $G=\left[I_{k} \mid A\right]$ is a generator matrix for the $[n, k]$ code $C$ in standart form then $H=\left[-A^{T} \mid I_{n}-k\right]$ is a parity check matrix.

Theorem 1.3.9. ([17]) Let $C$ be a $[n, k]_{q}$ linear code. Then

$$
\begin{aligned}
C^{\perp} & =\left\{x \in F_{q}^{n} \mid x \cdot c_{i}=0 \text { for all } c_{i} \in C\right\} \\
& =\left\{x \in F_{q}^{n} \mid x G^{\perp}=0\right\} \\
& =\left\{x \in F_{q}^{n} \mid G x^{\perp}=0\right\}
\end{aligned}
$$

(i) the dual code $C^{\perp}$ has length $n$, dimension $n-k$, and the minimal distance $d^{\perp}$, i.e $C^{\perp}$ is an $[n, n-k]_{q}$ code,
(ii) a generator matrix for $C$ is a parity check matrix for $C^{\perp}$, a parity check matrix for $C$ is a generator matrix for $C^{\perp}$,
(iii) $\left(C^{\perp}\right)^{\perp}=C$.

Definition 1.3.10. A code $C$ is called self-orthogonal if $C \subseteq C^{\perp}$ and self-dual if $C=C^{\perp}$.

The length $n$ of a self-dual code is even and the dimension is $n / 2$. We denote by $d^{\perp}$ the dual distance of $C$. So, if $C$ is $[n, k]_{q}$-code and has dimention $\operatorname{dim} C=k$ then $C^{\perp}$ is $[n, n-k]_{q}$-code and its dimention is $\operatorname{dim} C^{\perp}=n-k$. It is clear that $\left(C^{\perp}\right)^{\perp}=C$ and $\operatorname{dim} C+\operatorname{dim} C^{\perp}=n$.

Theorem 1.3.11. Let $C$ is a linear $[n, k]_{q}$-code with parity check matrix $H$. Minimum distance of $C$ is $d$ if any $d-1$ columns in $H$ are linearly independent and in $H$ exists d linear dependent columns.

As a result of this theorem, for linear codes, the minimum distance is also called the minimum weight of the code. Let $A_{i}$ also denoted $A_{i}(C)$, be the number of codewords of weight $i$ in C . The set of $A_{i}$ for $0 \leq i \leq n$ is called distance distribution of C , i.e.

$$
A_{i} \stackrel{\text { def }}{=} \frac{1}{|C|}\left|\left\{(\mathbf{x}, \mathbf{y}) \in C^{2} \mid d(\mathbf{x}, \mathbf{y})=i\right\}\right|
$$

And by Delsarte inequalities [13] we have $A_{0}=\ldots=A_{d-1}=0$ where $d=d(C)$ is the minimum distance of C. Note that, $t=d^{\perp}-1$ is the maxmimum strength of the orthogonal array formed by codewords. [1].

### 1.3.2 Orthogonals arrays and codes

Now, we give the relationship between parameters of orthogonal arrays and codes. We can use the codewords in an error-correcting code as the runs of an orthogonal
array, or conversely we can consider the runs of an orthogonal array as constructing a code.

Let us considered the alphabet $\mathcal{A}=G F(q)$, where $q=p^{e}$ is a prime power. Then the set of the distinct rows of any orthogonal array $O A(M, n, q, t)$ can be considered as a $q$-ary code, in general nonlinear, of block length $n$ having $\leq M$ codewords. If $O A(M, n, q, t)$ is linear then $M=q^{k}$ for some $t \leq k \leq n$.

Theorem 1.3.12. ([17]) The orthogonal array associated with a code is linear if and only if the code is linear.

Proof. This follows immediately from the definitions of linearity of the orthogonal arrays and the codes.

Theorem 1.3.13. Let $C$ be a $M \times n$ matrix whose rows form a linear subspace of $\mathcal{A}^{n}, \mathcal{A}=G F(q)$. If any $t$ columns of $C$ are linearly independent over $\mathcal{A}$, then $C$ is an $O A(M, n, q, t)$.

Proof. Suppose $M=q^{k}, t \leq k \leq n$. Let $\mathbf{G}$ be $k \times n$ submatrix of $C$ with rank $k$. Then any row of $C$ can be presented as $\mathbf{u G}$, where $\mathbf{u} \in \mathcal{A}^{k}$. Choose $t$ columns of $C$ and let $\mathbf{G}_{1}$ be the $k \times t$ submatrix of $\mathbf{G}$ corresponding to the chosen columns. Obviously rank $\mathbf{G}_{1}=t$. Hence the restriction of rows of $C$ to the chosen columns are linear combinations of the rows of $\mathbf{G}_{1}$ and any $t$-tuple is repeated $q^{k-t}$ times.

The following theorem shows how linear codes and linear orthogonal arrays are related.

Theorem 1.3.14. ([13])
(i) If $C$ is an $[n, k, d]_{q}$ linear code then its dual code $C^{\perp}$ is $O A\left(q^{n-k}, n, q, d-1\right)$ with index $\lambda=q^{n-k-d+1}$.
(ii) The code $C$ itself is an $O A\left(q^{k}, n, q, d^{\perp}-1\right)$, where $d^{\perp}$ is the minimal distance of $C^{\perp}$.

Example 1.3.15. Let $C$ be the $[4,2,3]_{3}$ Hamming code over $\mathbb{Z}_{3}$ given by a parity check matrix

$$
\mathbf{H}=\left(\begin{array}{llll}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 2
\end{array}\right)
$$

The dual code $C^{\perp}$ is a $[4,2,3]_{3}$ code generated by the rows of $\mathbf{H}$. Below $C^{\perp}$ and permutated one by $\sigma=(012)$ are given

| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 |
| 0 | 2 | 2 | 2 | 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 2 | 1 | 2 | 0 |
| 2 | 0 | 2 | 1 | 0 | 1 | 0 | 2 |
| 1 | 1 | 2 | 0 | 2 | 2 | 0 | 1 |
| 2 | 2 | 1 | 0 | 0 | 0 | 2 | 1 |
| 1 | 2 | 0 | 1 | 2 | 0 | 1 | 2 |
| 2 | 1 | 0 | 2 | 0 | 2 | 1 | 0 |

It is easy to check that they both are $O A(9,4,3,2)$. Indeed $C$ is self dual, that is, $C=C^{\perp}$. The generator matrix of $C$ is

$$
G=\left[\begin{array}{llll|lll}
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
$$

If $C$ contains $M$ codewords then we say that it is a code of length $n$, size $M$ and minimal distance $d$ over an alphabet of size $q$, or simply a $(n, M, d)_{q}$ code. The following theorem shows the relationship between codes and orthogonal arrays.

Theorem 1.3.16. [13]
(i) If $C$ is an $(n, M, d)_{q}$-ary code with dual distance $d^{\perp}$ then the corresponding orthogonal array is an $O A\left(M, n, q, d^{\perp}-1\right)$.
(ii) Conversely, the code corresponding to an $O A(M, n, q, \tau)$ is $(n, M, d)_{q}$-ary code with dual distance $d^{\perp} \geq \tau+1$. If the $O A$ has strength $\tau$ but not $\tau+1$, $d^{\perp}$ is precisely $\tau+1$.

The correspondence between orthogonal arrays and codes is summarized in the following table:

| Orthogonal arrays <br> $O A(M, n, q, \tau)$ |  | Codes <br> $(n, M, d)_{q}$ |
| :---: | :---: | :---: |
| number of levels | q | alphabet size |
| number of factors | n | length of code |
| number of runs | M | number of codewords |
| strength | $\tau=d^{\perp}-1$ | minimal distance of dual |

This could be can be outlined in:

1. a good error-correcting code is a large set of vectors of given length whose distance apart is as large as possible.
2. a good orthogonal array is a small set of vectors of given length whose dual distance is as large as possible.

Coding theory has much to contribute to orthogonal arrays.
(i) Direct construction of OA from codes, simply by taking the codewords as the runs of the array.
(ii) New general construction techniques for OA that are modifications of existing construction techniques for codes (for example, methods for combining two or more orthogonal arrays to form a new array)
(iii) Bounds on the minimal number of runs in an OA, obtained by forming a code from the runs of the array and then using bounds from coding theory. The most important of these bounds is Delsarte's (1973) linear programming bound.

### 1.4 Krawtchouk polynomial

Krawtchouk polynomials are introduced in 1929 by Ukrainian mathematician Krawtchouk as a generalization of Hermite polynomials and they play an important role in coding theory and are also useful in graph theory and number theory (see, e.g., [22, 15], 19], 41], and [25]). .

### 1.4.1 Orthogonal polynomials

Let Euclidean space $E$ be a linear space over the field of real numbers $\mathbb{R}$ supplied with scalar product, i.e., supplied with a map

$$
\langle,\rangle: \left\lvert\, \begin{gathered}
E^{2} \longrightarrow \mathbb{R} \\
(\mathbf{x}, \mathbf{y}) \longrightarrow\langle\mathbf{x}, \mathbf{y}\rangle
\end{gathered}\right.
$$

with the properties

1. $\langle\mathbf{x}, \mathbf{y}\rangle=\langle\mathbf{y}, \mathbf{x}\rangle$
2. $\langle\lambda \mathbf{x}+\mu \mathbf{y}, \mathbf{z}\rangle=\lambda\langle\mathbf{x}, \mathbf{z}\rangle+\mu\langle\mathbf{y}, \mathbf{z}\rangle \quad$ (bilinearity);
3. $\langle\mathbf{x}, \mathbf{x}\rangle>0$ for any $\mathbf{x} \neq \mathbf{0}$;

The norm of $\mathbf{x}$ is $\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$.
Two nonzero vectors $\mathbf{x}, \mathbf{y}$ are called orthogonal, denoted by $\mathbf{x} \perp \mathbf{y}$, if $\langle\mathbf{x}, \mathbf{y}\rangle=0$. Any subset of pairwise orthogonal vectors of $E$ (called orthogonal system) is a set of linearly independent vectors. If $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ is an orthogonal system of vectors of $E$ and $\mathbf{x}=\sum_{i=1}^{n} \lambda_{i} \mathbf{e}_{i}$, then this representation is unique and $\lambda_{i}=\frac{\left\langle\mathbf{x}, \mathbf{e}_{i}\right\rangle}{\left\langle\mathbf{e}_{i}, \mathbf{e}_{i}\right\rangle}$.

Let $E \subset \mathbb{R}[x]$ be the linear space of polynomials of degree up to $n$. It is easy to check that the bilinear map defined by

$$
\langle f, g\rangle \stackrel{\text { def }}{=} \sum_{i=0}^{n} k_{i} f\left(x_{i}\right) g\left(x_{i}\right), \quad k_{i} \geq 0,
$$

where $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n+1}$ is a fixed $(n+1)$-tuple of different real numbers called approximation points, satisfies the axioms for scalar product. Usually the weight vector $\left(k_{0}, k_{1}, \ldots, k_{n}\right)$ is chosen to satisfy $\sum_{i=0}^{n} k_{i}=1$ in order to assure that the norm is 1 .

In what is follow we give two examples of scalar products. Here is the first one.

## Krawtchouk polynomials

Let $q \geq 2$ be integer, $(0,1, \ldots, n)$ be the approximation points, and

$$
\begin{equation*}
\langle f, g\rangle \stackrel{\text { def }}{=} \frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) g(i) \text {. } \tag{1.1}
\end{equation*}
$$

The weight vector is

$$
\frac{1}{q^{n}}\left(1,\binom{n}{1}(q-1), \ldots,\binom{n}{n}(q-1)^{n}\right)
$$

and satisfies

$$
\sum_{i=0}^{n}\binom{n}{i} \frac{(q-1)^{i}}{q^{n}}=1 .
$$

Definition 1.4.1. Krawtchouk polynomial is a polynomial defined by

$$
K_{k}(x ; n, q)=\sum_{j=0}^{k}(-1)^{j}\binom{x}{j}\binom{n-x}{k-j}(q-1)^{k-j}, \quad k=0,1 \ldots n .
$$

Usually $n$ and $q$ have already been fixed or their values are known from context. Hence for simplicity we often omit $n$ and $q$ and write only $K_{k}(x)$.

The Krawtchouk polynomial $K_{k}(x ; n, q)$ is a polynomial of degree $k$ in $x$ with leading coefficient $(-q)^{k} / k$ !. Here are the first three polynomials:

$$
\begin{aligned}
& K_{0}(x)=1 \\
& K_{1}(x)=-q x+n(q-1) \\
& K_{2}(x)=\frac{1}{2}\left[q^{2} x^{2}-((2 n-1)(q-1)+1) x+n(n-1)(q-1)^{2}\right] .
\end{aligned}
$$

The generating function of Krawtchouk polynomials is

$$
\begin{equation*}
\sum_{k=0}^{n} K_{k}(x ; n, q) z^{k}=(1+(q-1) z)^{n-x}(1-z)^{x} \tag{1.2}
\end{equation*}
$$

Proposition 1.4.2. Krawtchouk polynomials satisfy the relations

$$
\begin{equation*}
(q-1)^{i}\binom{n}{i} K_{k}(i)=(q-1)^{k}\binom{n}{k} K_{i}(k) \tag{1.3}
\end{equation*}
$$

Proof. It is easy to check that

$$
\binom{n}{i}\binom{i}{j}\binom{n-i}{k-j}=\binom{n}{k}\binom{k}{j}\binom{n-k}{i-j}
$$

Hence

$$
\begin{aligned}
(q-1)^{i}\binom{n}{i} K_{k}(i) & =\sum_{j=0}^{n}(-1)^{j}\binom{n}{i}\binom{i}{j}\binom{n-i}{k-j}(q-1)^{k-j+i} \\
& =\sum_{j=0}^{n}(-1)^{j}\binom{n}{k}\binom{k}{j}\binom{n-k}{i-j}(q-1)^{k-j+i} \\
& =\binom{n}{k}(q-1)^{k} \sum_{j=0}^{n}(-1)^{j}\binom{k}{j}\binom{n-k}{i-j}(q-1)^{i-j} \\
& =\binom{n}{k}(q-1)^{k} K_{i}(k) .
\end{aligned}
$$

Lemma 1.4.3. Krawtchouk polynomials $K_{0}(x), K_{1}(x), \ldots, K_{n}(x)$ form an orthogonal system regarding to the scalar product (1.1), namely

$$
\begin{equation*}
\left\langle K_{k}, K_{l}\right\rangle=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} K_{k}(i) K_{l}(i)=\binom{n}{k}(q-1)^{k} \delta_{k l} \tag{1.4}
\end{equation*}
$$

for $k, l=0,1, \ldots, n$, where $\delta_{k l}$ is Kronecker delta.
Proof. Let $L_{k, l}$ and $R_{k, l}$ be the left and right sides of the above relation, respectively. Consider their generating functions

$$
\sum_{k=0}^{n} \sum_{k=0}^{n} L_{k, l} x^{k} y^{l} \quad \text { and } \quad \sum_{k=0}^{n} \sum_{k=0}^{n} R_{k, l} x^{k} y^{l}
$$

Obviously $L_{k, l}=R_{k, l}$ for any $k, l$ if and only if their generating function are equal.
Using (1.2) we obtain

$$
\begin{aligned}
\sum_{k=0}^{n} \sum_{l=0}^{n} & L_{k, l} x^{k} y^{l}= \\
& =\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} \sum_{k=0}^{n} \sum_{l=0}^{n} K_{k}(i) K_{l}(i) x^{k} y^{l} \\
& =\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i}\left(\sum_{k=0}^{n} K_{k}(i) x^{k}\right)\left(\sum_{l=0}^{n} K_{l}(i) y^{l}\right) \\
& =\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i}(1+(q-1) x)^{n-i}(1-x)^{i}(1+(q-1) y)^{n-i}(1-y)^{i} \\
& =\frac{1}{q^{n}}[(1+(q-1) x)(1+(q-1) y)+(q-1)(1-x)(1-y)]^{n} \\
& =\frac{1}{q^{n}}(q+q(q-1) x y)^{n} \\
& =(1+(q-1) x y)^{n} .
\end{aligned}
$$

On the other side we have

$$
\begin{aligned}
\sum_{k=0}^{n} \sum_{l=0}^{n} R_{k, l} x^{k} y^{l} & =\sum_{k=0}^{n} \sum_{l=0}^{n}\binom{n}{k}(q-1)^{k} x^{k} y^{l} \delta_{k l} \\
& =\sum_{k=0}^{n}\binom{n}{k}(q-1)^{k} x^{k} y^{k} \\
& =(1+(q-1) x y)^{n} .
\end{aligned}
$$

Since the two sums are equal, the assertion is true.
Now using (1.3) to express $K_{l}(i)$ by $K_{i}(l)$ in (1.4) we obtain the so called second orthogonality relation.

## Corollary 1.4.4.

$$
\begin{equation*}
\sum_{i=0}^{n} K_{k}(i) K_{i}(l)=q^{n} \delta_{k l} \tag{1.5}
\end{equation*}
$$

Theorem 1.4.5. For any polynomial $f(x) \in \mathbb{R}[x]$ of degree $\leq n$ there is a unique expansion

$$
\begin{gathered}
f(x)=\sum_{k=0}^{n} f_{k} K_{k}(x), \quad \text { where } \\
f_{k}=\frac{1}{q^{n}\binom{n}{k}(q-1)^{k}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) K_{k}(i)=\frac{1}{q^{n}} \sum_{i=0}^{n} f(i) K_{i}(k) .
\end{gathered}
$$

Proof. $\left\{K_{0}(x), K_{1}(x), \ldots, K_{n}(x)\right\}$ form an orthogonal basis in the the space of polynomials of degree $\leq n$. Hence the expansion of $f(x)$ exists, it is unique, and

$$
f_{k}=\frac{\left\langle f(x), K_{k}(x)\right\rangle}{\left\langle K_{k}(x), K_{k}(x)\right\rangle},
$$

which gives the first equality. The second equality follows from (1.3).

### 1.4.2 Properties

Generating function (1.2) of Krawtchouk polynomials enables many important their properties to be derived. The next propositions illustrate this fact.

Proposition 1.4.6. Krawtchouk polynomials satisfies the following relations

$$
\begin{align*}
& \text { (a) } K_{k}(x)=\sum_{\nu=0}^{k}(-1)^{k-\nu} q^{\nu}\binom{n-\nu}{k-\nu}\binom{n-x}{\nu}  \tag{1.6}\\
& \text { (b) } K_{k}(x)=\sum_{\nu=0}^{k}(-q)^{\nu}\binom{n-\nu}{k-\nu}\binom{x}{\nu}(q-1)^{k-\nu} \tag{1.7}
\end{align*}
$$

Proof. (a)

$$
\begin{aligned}
(1+(q-1) z)^{n-x}(1-z)^{x} & =((1-z)+q z)^{n-x}(1-z)^{x}= \\
& =\left[\begin{array}{c}
\left.\sum_{\nu=0}^{n-x}\binom{n-x}{\nu}(1-z)^{n-x-\nu} q^{\nu} z^{\nu}\right](1-z)^{x} \\
\end{array}=\sum_{\nu=0}^{n-x}\binom{n-x}{\nu}(1-z)^{n-\nu} q^{\nu} z^{\nu}\right. \\
& =\sum_{\nu=0}^{n-x}\binom{n-x}{\nu}\left(\sum_{\mu=0}^{n-\nu}(-1)^{\mu}\binom{n-\nu}{\mu} z^{\mu}\right) q^{\nu} z^{\nu} \\
& =\sum_{\nu=0}^{n-x} \sum_{\mu=0}^{n-\nu}(-1)^{\mu}\binom{n-x}{\nu}\binom{n-\nu}{\mu} q^{\nu} z^{\nu+\mu}
\end{aligned}
$$

he coefficient at $z^{k}$ in the left side is $K_{k}(x)$ while in the right side is the sum of coefficients at $z^{\nu+\mu}$ when $\nu+\mu=k$, i.e., $\mu=k-\nu$.
(b)

$$
\begin{aligned}
(1+(q-1) z)^{n-x}(1-z)^{x} & =(1+(q-1) z)^{n-x}[(1+(q-1) z)-q z]^{x}= \\
& =(1+(q-1) z)^{n-x} \sum_{\nu=0}^{x}\binom{x}{\nu}(-q)^{\nu}(1+(q-1) z)^{x-\nu} z^{\nu} \\
& =\sum_{\nu=0}^{x}\binom{x}{\nu}(-q)^{\nu}(1+(q-1) z)^{n-\nu} z^{\nu} \\
& =\sum_{\nu=0}^{x}\binom{x}{\nu}(-q)^{\nu}\left(\sum_{\mu=0}^{n-\nu}\binom{n-\nu}{\mu}(q-1)^{\mu} z^{\mu}\right) z^{\nu} \\
& =\sum_{\nu=0}^{x} \sum_{\mu=0}^{n-\nu}\binom{x}{\nu}\binom{n-\nu}{\mu}(-q)^{\nu}(q-1)^{\mu} z^{\mu+\nu} .
\end{aligned}
$$

Similarly, the coefficient at $z^{k}$ in the right side is the sum of coefficients at $z^{\nu+\mu}$ when $\nu+\mu=k$, i.e., $\mu=k-\nu$.

Proposition 1.4.7. The sequence of Krawtchouk polynomials satisfies the recurrence relation

$$
\begin{equation*}
k K_{k}(x)=(-q x+(n-k+1)(q-1)+k-1) K_{k-1}(x)-(q-1)(n-k+2) K_{k-2}(x) \tag{1.8}
\end{equation*}
$$

for $k=2,3, \ldots, n$.

Proof. Differentiating both sides of (1.2) with respect to $z$ we obtain
$\sum_{k=0}^{n} k K_{k}(x) z^{k-1}=(1+(q-1) z)^{n-x-1}(1-z)^{x-1}[(n-x)(q-1)(1-z)-x(1+(q-1) z)]$
Multiplying both sides by $(1+(q-1) z)(1-z)=1+(q-2) z-(q-1) z^{2}$ we have

$$
\begin{aligned}
\sum_{k=0}^{n} k K_{k}(x) z^{k-1} & +(q-2) \sum_{k=0}^{n} k K_{k}(x) z^{k}-(q-1) \sum_{k=0}^{n} k K_{k}(x) z^{k+1}= \\
& =[(-q x+n(q-1))-((n-x)(q-1)+x(q-1)) z] \sum_{k=0}^{n} K_{k}(x) z^{k} \\
& =(-q x+n(q-1)) \sum_{k=0}^{n} K_{k}(x) z^{k}-n(q-1) \sum_{k=0}^{n} K_{k}(x) z^{k+1}
\end{aligned}
$$

Comparing the coefficients at $z^{k-1}$ we obtain

$$
\begin{aligned}
k K_{k}(x) & +(q-2)(k-1) K_{k-1}(x)-(q-1)(k-2) K_{k-2}(x)= \\
& =(-q x+n(q-1)) K_{k-1}(x)-n(q-1) K_{k-2}(x)
\end{aligned}
$$

Therefore
$k K_{k}(x)=(-q x+(n-k+1)(q-1)+k-1) K_{k-1}(x)-(q-1)(n-k+2) K_{k-2}(x)$.

In the sequel we will often use the matrices

Definition 1.4.8. Krawtchouk matrix is referred to be the $n \times n$ matrix

$$
\mathbf{K}=\left(K_{i}(j)\right), \quad i, j=1,2, \ldots, n .
$$

The $(n+1) \times(n+1)$ matrix $\widehat{\mathbf{K}}$ obtained from $\mathbf{K}$ by adding all-ones vector as a first row and $\mathbf{B}=\left(K_{0}(0), K_{1}(0), K_{2}(0), \ldots, K_{n}(0)\right)^{\tau}$ as a first column is called the extended Krawtchouk matrix.

The second orthogonal relation (1.5) gives

$$
\widehat{\mathbf{K}} \widehat{\mathbf{K}}=q^{n} \mathbf{I}_{n} .
$$

It is easy to check that

$$
\begin{equation*}
K_{k}(0)=\binom{n}{k}(q-1)^{k}, \quad K_{k}(n)=(-1)^{k}\binom{n}{k}, \quad K_{n}(i)=(-1)^{i}(q-1)^{n-i} \tag{1.9}
\end{equation*}
$$

Matrix $\mathbf{K}$ can be computed recursively using the following relation

Proposition 1.4.9. The values $K_{i}(j), i, j=1,2, \ldots, n$ satisfy the recurrence relation

$$
\begin{equation*}
K_{k}(j)=K_{k}(j-1)-\left[K_{k-1}(j-1)+(q-1) K_{k-1}(j)\right] \quad k, j=1,2, \ldots, n . \tag{1.10}
\end{equation*}
$$

Proof. Replacing $x$ by $(x-1)$ in (1.2) we have

$$
\sum_{k=0}^{n} K_{k}(x-1) z^{k}=(1+(q-1) z)^{n-x+1}(1-z)^{x-1}
$$

Now we multiply both sides with $(1-z)$ :

$$
\begin{aligned}
\sum_{k=0}^{n} K_{k}(x-1) z^{k}-\sum_{k=0}^{n} K_{k}(x-1) z^{k+1} & =(1+(q-1) z)(1+(q-1) z)^{n-x}(1-z)^{x} \\
& =(1+(q-1) z) \sum_{k=0}^{n} K_{k}(x) z^{k} \\
& =\sum_{k=0}^{n} K_{k}(x) z^{k}+(q-1) \sum_{k=0}^{n} K_{k}(x) z^{k+1}
\end{aligned}
$$

Comparing the coefficients at $z^{k}$ we obtained

$$
K_{k}(x-1)-K_{k-1}(x-1)=K_{k}(x)+(q-1) K_{k-1}(x-1),
$$

which gives (1.10).

Besides the general properties of orthogonal polynomials (e.g. 41]) they posses many other interesting properties. We give several of them in the theorem below.

Theorem 1.4.10. The following relations hold:
(i) $K_{k}(x ; n)=(q-1) K_{k-1}(x ; n-1)+K_{k}(x ; n-1)$;
(ii) $(q-1) K_{k}(x ; n)+K_{k}(x-1 ; n)=q K_{k}(x-1 ; n-1)$;
(iii) $\sum_{k=0}^{n}\binom{n-k}{n-j} K_{k}(x)=q^{j}\binom{n-x}{j}$;
(iv) $\sum_{k=0}^{m} K_{k}(x ; n)=K_{m}(x-1 ; n-1)$.

### 1.4.3 Normalized Krawtchouk polynomials

Let

$$
\begin{equation*}
t_{i}=1-\frac{2 i}{n}, i=0,1, \ldots, n \tag{1.11}
\end{equation*}
$$

Hence $1=t_{0}>t_{1}>\cdots>t_{n}=-1$ and $t_{i}=-t_{n-i}$.
Definition 1.4.11. Normalized Krawtchouk polynomials are defined by

$$
\begin{aligned}
Q_{k}(x) & \stackrel{\text { def }}{=} \frac{1}{K_{k}(0)} K_{k}\left(\frac{n}{2}(1-x)\right) \\
& =\frac{1}{\binom{n}{k}(q-1)^{k}} K_{k}\left(\frac{n}{2}(1-x)\right) .
\end{aligned}
$$

A straightforward computations show that $Q_{k}(1)=1$ and

$$
\begin{equation*}
K_{k}(i)=\binom{n}{k}(q-1)^{k} Q_{k}\left(t_{i}\right), \quad i=0,1, \ldots, n . \tag{1.12}
\end{equation*}
$$

Now using (1.3) we obtain that

$$
Q_{k}\left(t_{i}\right)=Q_{i}\left(t_{k}\right) .
$$

Replacing $K_{k}(i)$ in the orthogonality relations (1.4) and (1.5) we obtain respectively

$$
\begin{align*}
& \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} Q_{k}\left(t_{i}\right) Q_{l}\left(t_{i}\right)=\frac{q^{n}}{\binom{n}{k}(q-1)^{k}} \delta_{k l}  \tag{1.13}\\
& \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} Q_{k}\left(t_{i}\right) Q_{i}\left(t_{l}\right)=\frac{q^{n}}{\binom{n}{k}(q-1)^{k}} \delta_{k l} \tag{1.14}
\end{align*}
$$

The equality (1.13) shows that the polynomials $\left\{Q_{k}(x)\right\}$ are pairwise orthogonal polynomials in respect to the scalar product defined by

$$
\begin{equation*}
<f(x), g(x)>\stackrel{\text { def }}{=} \frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f\left(t_{i}\right) g\left(t_{i}\right) \tag{1.15}
\end{equation*}
$$

This definition differs from (1.1) only in the set of approximation points.
Relations (1.13), (1.14), and $Q_{0}(x)=1$ give

$$
\sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} Q_{k}\left(t_{i}\right)=\sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} Q_{i}\left(t_{k}\right)= \begin{cases}0, & k>0  \tag{1.16}\\ q^{n}, & k=0\end{cases}
$$

Theorem 1.4.12. For any polynomial $f(x) \in \mathbb{R}[x]$ of degree $\leq n$ there is a unique expansion

$$
\begin{gather*}
f(x)=\sum_{k=0}^{n} f_{k} Q_{k}(x), \quad \text { where } \\
f_{k}=\frac{\binom{n}{k}(q-1)^{k}}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f\left(t_{i}\right) Q_{k}\left(t_{i}\right), \quad k=0,1, \ldots, n . \tag{1.17}
\end{gather*}
$$

Proof. Polynomials $\left\{Q_{k}(x)\right\}, u=0, \ldots, n$, form an orthogonal basis, thus any polynomial has unique expansion and

$$
f_{k}=\frac{\left\langle f(x), Q_{k}(x)\right\rangle}{\left\langle Q_{k}(x,) Q_{k}(x)\right\rangle} .
$$

Now we use (1.15) to prove the assertion.

We illustrate the applications of the above theorem by giving an explicit formula for a sequence of constants which some researchers in the area of orthogonal arrays use. Using (1.17) and $Q_{0}(t)=1$ we obtain

Corollary 1.4.13. Let $b_{k}$ denote the first coefficient in the $Q$-expansion of $x^{k}$, that is, $x^{k}=b_{k}+\sum_{j=1}^{k} a_{j} Q_{j}(t)$. Then

$$
\begin{equation*}
b_{k}=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} t_{i}^{k}, \quad k=0,1, \ldots, n \tag{1.18}
\end{equation*}
$$

In partial

$$
b_{0}=1, \quad b_{1}=\frac{2-q}{q}, \quad b_{2}=1-\frac{4(n-1)(q-1)}{n q^{2}} .
$$

### 1.4.4 Additive characters

Definition 1.4.14. Character $\chi$ of a finite group $G$ with order $n=|G|$ is homomorphism of $G$ into the multiplicative group of complex number $\mathbb{C}^{*}$. It is called additive character if $G$ is additive group and multiplicative character if $G$ is multiplicative.
The term additive character of a ring or a field means character of its additive group. ([18, 37] )

Since the order of any $g \in G$ divides $n$ we have

$$
\chi(g)^{n}=\chi(n g)=\chi(0)=1
$$

Thus, any character $\chi$ of $G$ is homomorphism into $\mathbb{C}_{n}$, the group of $n$-roots of unity. For example any character of the finite field $\mathbb{F}_{q}, q=p^{e}$, with characteristic $p$ is homomorphism into $\mathbb{C}_{p}$, since $p a=0$ for any $a \in \mathbb{F}_{q}$. Any character of $\mathbb{Z}_{q}$ is homomorphism into $\mathbb{C}_{q}$.

Characters of $G$ form a multiplicative group isomorphic to $G$. Hence they can be indexed by the elements of $G$. We will not enter deeply inside theory of characters. We will only describe explicitly characters of $\mathbb{Z}_{q}$ and $\mathbb{F}_{q}$ and gives their properties.

The case $\mathcal{A}=\mathbb{Z}_{q}, q=p$.
Let $\xi \in \mathbb{C}$ be a primitive $q$-root of unity. The group of all additive characters of $\mathbb{Z}_{q}$ consists of all $\left\{\chi_{a}: \mathbb{Z}_{q} \rightarrow \mathbb{C}_{q} \mid a \in \mathbb{Z}_{q}\right\}$ defined by $\chi_{a}(x)=\xi^{a x}$, where $a, x \in \mathbb{Z}_{q}$.

It is easy to check that

$$
\begin{align*}
\chi_{0}(x) & =\chi_{a}(0)=1, \\
\chi_{a}(x) & =\chi_{x}(a), \\
\chi_{a}(x+y) & =\chi_{a}(x) \chi_{a}(y), \\
\chi_{a}(-x) & =\chi_{a}(x)^{-1}=\overline{\chi_{a}(x)} \\
\sum_{x \in \mathbb{Z}_{q}} \chi_{a}(x) & =\left\{\begin{array}{ll}
0, & a \neq 0 \\
q, & a=0
\end{array} \quad \text { or equivalently } \quad \sum_{x \in \mathbb{Z}_{q}^{*}} \chi_{a}(x)= \begin{cases}-1, & a \neq 0 \\
q-1, & a=0\end{cases} \right. \tag{1.19}
\end{align*}
$$

The case $\mathcal{A}=\mathbb{F}_{q}, q=p^{e}$.
Let $\xi \in \mathbb{C}$ be a primitive $p$-root of unity. $\mathbb{F}_{q}$ is a linear space with dimension $e$ over $\mathbb{Z}_{p}$, thus, any element $x \in \mathbb{F}_{q}$ is uniquely represented by its coordinates $\left(x_{1}, \ldots, x_{e}\right)$ with respect to a fixed basis of $\mathbb{F}_{q}$ over $\mathbb{Z}_{q}$. Let $a \in \mathbb{F}_{q}$ has coordinates $\left(a_{1}, a_{2}, \ldots, a_{e}\right)$. The character $\chi_{a}$ is defined by

$$
\chi_{a}(x)=\xi^{\langle a, x\rangle}=\xi^{a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{e} x_{e}} .
$$

Additive characters of $\mathcal{A}$ can be lifted to characters of the additive group of $\mathcal{A}^{n}$. We describe this process for $\mathcal{A}=\mathbb{Z}_{q}$ for concreteness, but everywhere $\mathbb{Z}_{q}$ can be replaced with $\mathbb{F}_{q}$ without any modification.

Definition 1.4.15. For any $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{Z}_{q}^{n}$ the map $\chi_{\mathbf{u}}: \mathbb{Z}_{q}^{n} \rightarrow \mathbb{C}_{q}$ define by

$$
\chi_{\mathbf{u}}(\mathbf{v})=\xi^{<\mathbf{u}, \mathbf{v}>}=\prod_{i=1}^{n} \chi_{u_{i}}\left(v_{i}\right)
$$

where $\langle\mathbf{u}, \mathbf{v}\rangle=u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}$ is the inner product of $\mathbf{u}$ and $\mathbf{v}$, is called an additive character of $\mathbb{Z}_{q}^{n}$.

It is straightforward to prove the following properties

$$
\begin{aligned}
\chi_{\mathbf{0}}(\mathbf{u}) & =\chi_{\mathbf{u}}(\mathbf{0})=1 \\
\chi_{\mathbf{u}}(\mathbf{v}) & =\chi_{\mathbf{v}}(\mathbf{u}), \\
\chi_{\mathbf{u}}(\mathbf{v}+\mathbf{w}) & =\chi_{\mathbf{u}}(\mathbf{v}) \chi_{\mathbf{u}}(\mathbf{w}) \\
\chi_{\mathbf{u}}(-\mathbf{v}) & =\chi_{-\mathbf{u}}(\mathbf{v})=\overline{\chi_{\mathbf{u}}(\mathbf{v})},
\end{aligned}
$$

which assert that $\chi_{\mathbf{u}}$ are indeed additive characters of $\mathbb{Z}_{q}^{n}$.

Proposition 1.4.16. For any $\mathbf{u} \in \mathbb{Z}_{q}^{n}$

$$
\sum_{\mathbf{v} \in \mathbb{Z}_{q}^{n}} \chi_{\mathbf{u}}(\mathbf{v})= \begin{cases}0, & \mathbf{u} \neq \mathbf{0} \\ q^{n}, & \mathbf{u}=\mathbf{0}\end{cases}
$$

Proof. Let $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$.

$$
\begin{aligned}
\sum_{\mathbf{v} \in \mathbb{Z}_{q}^{n}} \chi_{\mathbf{u}}(\mathbf{v}) & =\sum_{\mathbf{v} \in \mathbb{Z}_{q}^{n}} \prod_{i=1}^{n} \chi_{u_{i}}\left(v_{i}\right) \\
& =\sum_{\left(v_{1}, \ldots, v_{n-1}\right) \in \mathbb{Z}_{q}^{n-1}} \prod_{i=1}^{n-1} \chi_{u_{i}}\left(v_{i}\right)\left(\sum_{v_{n} \in \mathbb{Z}_{q}} \chi_{u_{n}}\left(v_{n}\right)\right) \\
& =\cdots \\
& =\left(\sum_{v \in \mathbb{Z}_{q}} \chi_{u_{1}}(v)\right)\left(\sum_{v \in \mathbb{Z}_{q}} \chi_{u_{2}}(v)\right) \ldots\left(\sum_{v \in \mathbb{Z}_{q}} \chi_{u_{n}}(v)\right)
\end{aligned}
$$

According to (1.19) if there is $u_{i} \neq 0$ then the $i$-th factor is zero, thus the product is zero. Otherwise all factors are equal to $q$, hence, the product is $q^{n}$.

The following fundamental lemma is due to Ph. Delsarte [12, 14, 13].
Lemma 1.4.17. Let $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ be a fixed vector of weight $w t(\mathbf{u})=t$ and $W_{k} \subset \mathbb{Z}_{q}^{n}$ be the subset of all vectors of weight $k$. Then

$$
\sum_{\mathbf{v} \in W_{k}} \chi_{\mathbf{u}}(\mathbf{v})=K_{k}(w t(\mathbf{u})) .
$$

Proof. Let $w t(\mathbf{u})=t$ and for simplicity of notations let $\mathbf{u}=\left(u_{1}, \ldots, u_{t}, 0, \ldots, 0\right), u_{i} \neq$ 0 . Choose $k$ positions $h_{1}, h_{2}, \ldots, h_{k}$ and let

$$
0<h_{1}<h_{2}<\cdots<h_{j} \leq t<h_{j+1}<\cdots<h_{k} \leq n
$$

Denote by $D_{j} \subset W_{k}$ the set of all vectors of weight $k$ whose nonzero coordinates are $h_{1}, \ldots, h_{k}$. Obviously there are $\binom{t}{j}\binom{n-t}{k-j}$ choices for $D_{j}$. Now let us evaluate the sum

$$
\begin{aligned}
\sum_{\mathbf{v} \in D_{j}} \chi_{\mathbf{u}}(\mathbf{v}) & =\sum_{\mathbf{v} \in D_{j}} \chi_{u_{h_{1}}}\left(v_{h_{1}}\right) \ldots \chi_{u_{h_{j}}}\left(v_{h_{j}}\right) \chi_{0}\left(v_{h_{j+1}}\right) \ldots \chi_{0}\left(v_{h_{k}}\right) \\
& =\left(\sum_{v \in \mathbb{Z}_{q}^{*}} \chi_{u_{h_{1}}}(v)\right) \ldots\left(\sum_{v \in \mathbb{Z}_{q}^{*}} \chi_{u_{h_{j}}}(v)\right)\left(\sum_{v \in \mathbb{Z}_{q}^{*}} \chi_{0}(v)\right) \ldots\left(\sum_{v \in \mathbb{Z}_{q}^{*}} \chi_{0}(v)\right)
\end{aligned}
$$

Now applying (1.19) we get

$$
\sum_{\mathbf{v} \in D_{j}} \chi_{\mathbf{u}}(\mathbf{v})=(-1)^{j}(q-1)^{k-j}
$$

Therefore,

$$
\sum_{\mathbf{v} \in W_{k}} \chi_{\mathbf{u}}(\mathbf{v})=\sum_{j=0}^{k}(-1)^{j}\binom{t}{j}\binom{n-t}{k-j}(q-1)^{k-j}=K_{k}(t) .
$$

Lemma 1.4.18. Let $\left\{A_{i}\right\}, i=0,1, \ldots, n$ be distance distribution of an $(n, M)_{q}$ code $C$ over $\mathbb{Z}_{q}$. Then

$$
\sum_{i=0}^{n} A_{i} K_{k}(i) \geq 0
$$

for any $k=0,1, \ldots, n . \quad$ (Hence $\left\{B_{i}\right\}_{i=0}^{n}$ are nonnegative.)

Proof. For any vector $\mathbf{z} \in \mathbb{Z}_{q}^{n}$ we have

$$
\begin{aligned}
0 \leq\left|\sum_{\mathbf{x} \in C} \chi_{\mathbf{x}}(\mathbf{z})\right|^{2} & =\left(\sum_{\mathbf{x} \in C} \chi_{\mathbf{x}}(\mathbf{z})\right)\left(\sum_{\mathbf{x} \in C} \overline{\chi_{\mathbf{x}}(\mathbf{z})}\right) \\
& =\left(\sum_{\mathbf{x} \in C} \chi_{\mathbf{x}}(\mathbf{z})\right)\left(\sum_{\mathbf{y} \in C} \chi_{-\mathbf{y}}(\mathbf{z})\right) \\
& =\sum_{(\mathbf{x}, \mathbf{y}) \in C^{2}} \chi_{\mathbf{x}}(\mathbf{z}) \chi_{-\mathbf{y}}(\mathbf{z}) \\
& =\sum_{(\mathbf{x}, \mathbf{y}) \in C^{2}} \chi_{\mathbf{x}-\mathbf{y}}(\mathbf{z}) \\
& =\sum_{i=0}^{n} \sum_{\substack{(\mathbf{x}, \mathbf{y}) \in C^{2} \\
w t(\mathbf{x}-\mathbf{y})=i}} \chi_{\mathbf{x}-\mathbf{y}}(\mathbf{z})
\end{aligned}
$$
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Summarizing on $\mathbf{z}$ with $\operatorname{wt}(\mathbf{z})=k$ we obtain

$$
\begin{aligned}
0 \leq \sum_{\mathbf{z} \in W_{k}}\left|\sum_{\mathbf{x} \in C} \chi_{\mathbf{x}}(\mathbf{z})\right|^{2} & =\sum_{i=0}^{n} \sum_{\substack{(\mathbf{x}, \mathbf{y}) \in C^{2} \\
w \in(\mathbf{x}-\mathbf{y})=i}} \sum_{\mathbf{z} \in W_{k}} \chi_{\mathbf{x}-\mathbf{y}}(\mathbf{z}) \\
& =\sum_{i=0}^{n} M A_{i} K_{k}(i) \\
& =M \sum_{i=0}^{n} A_{i} K_{k}(i)
\end{aligned}
$$

The following theorem gives a necessary condition for an orthogonal array.

Lemma 1.4.19. An $(n, M)_{q}$ code $C$ over $\mathbb{Z}_{q}$ is an $O A(M, n, q, t)$ then

$$
\sum_{\mathbf{v} \in C} \chi_{\mathbf{u}}(\mathbf{v})=0
$$

for any $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ of weight $1 \leq w t(\mathbf{u}) \leq t$.
Proof. If $C$ is $O A(M, n, q, t)$ and $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ of weight $w t(\mathbf{u})=t$, then $\sum_{\mathbf{v} \in C} \chi_{\mathbf{u}}(\mathbf{v})$ is $M / q^{t}$ times the sum $\sum_{\mathbf{v} \in \mathbb{Z}_{q}^{t}} \chi_{\mathbf{u}}(\mathbf{v})=0$ by Proposition 1.4.16.

### 1.5 Distance distributions of codes and orthogonal arrays

Definition 1.5.1. Let $C$ be an $O A(M, n, q, t)$ (or a subset of $\mathcal{A}^{n}$ ) and $\mathbf{x} \in \mathcal{A}^{n}$ be a fixed vector. The set of integers $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ defined by

$$
p_{i}=|\{\mathbf{u} \in C \mid d(\mathbf{x}, \mathbf{u})=i\}|
$$

is called the distance distribution of $C$ with respect to x .

Lemma 1.5.2 (Delsart [14, 13]). Let $C$ be $O A(M, n, q, t)$ and $\mathbf{x} \in \mathcal{A}^{n}\left(\mathbb{F}_{q}^{n}\right)$. If $\mathbf{p}(\mathbf{x})=$ $\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{x}$ then

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} K_{k}(i)=0 \quad \text { for } k=1, \ldots, t \tag{1.20}
\end{equation*}
$$

Proof. According to Lemma 1.4.17

$$
p_{i} K_{k}(i)=\sum_{\substack{\mathbf{u} \in C \\ d(\mathbf{x}, \mathbf{u})=i}} \sum_{\mathbf{v} \in W_{k}} \chi_{\mathbf{u}-\mathbf{x}}(\mathbf{v})=\sum_{\mathbf{v} \in W_{k}}\left(\chi_{-\mathbf{x}}(\mathbf{v}) \sum_{\substack{\mathbf{u} \in C \\ d(\mathbf{x}, \mathbf{u})=i}} \chi_{\mathbf{u}}(\mathbf{v})\right) .
$$

Summarizing on $i=0,1, \ldots, n$ we have

$$
\sum_{i=0}^{n} p_{i} K_{k}(i)=\sum_{\mathbf{v} \in W_{k}}\left(\chi_{-\mathbf{x}}(\mathbf{v}) \sum_{i=0}^{n} \sum_{\substack{\mathbf{u} \in C \\ d(\mathbf{x}, \mathbf{u})=i}} \chi_{\mathbf{u}}(\mathbf{v})\right)=\sum_{\mathbf{v} \in W_{k}}\left(\chi_{-\mathbf{x}}(\mathbf{v}) \sum_{\mathbf{u} \in C} \chi_{\mathbf{u}}(\mathbf{v})\right)
$$

But according to Lemma 1.4.19

$$
\sum_{\mathbf{u} \in C} \chi_{\mathbf{u}}(\mathbf{v})=\sum_{\mathbf{u} \in C} \chi_{\mathbf{v}}(\mathbf{u})=0
$$

for $1 \leq w t(\mathbf{v}) \leq t$. Hence $\sum_{i=0}^{n} p_{i} K_{k}(i)=0$, for $1 \leq k \leq t$.

Theorem 1.5.3. Let $C$ be $O A(M, n, q, t)$ and $\mathbf{v} \in \mathbb{F}_{q}^{n}$. If $\mathbf{p}(\mathbf{v})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{v}$ then for any polynomial $f(x)$ of degree $\operatorname{deg} f \leq t$ the following hold
(a)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} f(i)=f_{0} M, \quad f_{0}=\frac{1}{q^{n}} \sum_{i=0}^{n} f(i) K_{i}(0)=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f(i) \tag{1.21}
\end{equation*}
$$

where $f(x)=f_{0}+\sum_{j=1}^{t} f_{j} K_{j}(x)$.
(b)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} f\left(t_{i}\right)=a_{0} M, \quad a_{0}=\frac{1}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i} f\left(t_{i}\right)=\frac{1}{q^{n}} \sum_{i=0}^{n} K_{i}(0) f\left(t_{i}\right) \tag{1.22}
\end{equation*}
$$

where $f(x)=a_{0}+\sum_{j=1}^{t} a_{j} Q_{j}(x)$ and $t_{i}=1-\frac{2 i}{n}$.
Proof. The values of $f_{0}$ and $a_{0}$ are given by Theorem 1.4.5 and Theorem 1.4.12,
a) We do the substitution $x=i$ and multiplying by $p_{i}$. Then we get

$$
p_{i} f(i)=f_{0} p_{i}+\sum_{j=1}^{t} f_{j} p_{i} K_{j}(i), \quad \text { for } i=0,1, \ldots, n .
$$

Summarizing on $i$ and we get

$$
\sum_{i=0}^{n} p_{i} f(i)=f_{0} \sum_{i=0}^{n} p_{i}+\sum_{j=1}^{t}\left(f_{j} \sum_{i=0}^{n} p_{i} K_{j}(i)\right)=a_{0} M .
$$

This follows from Lemma 1.5.2, because $C$ has strength $t$ and

$$
\sum_{i=0}^{n} p_{i} K_{j}(i)=0, \quad \text { for } j=1, \ldots, t
$$

b) Substituting $x=t_{i}=1-\frac{2 i}{n}$ and multiplying by $p_{i}$ we get

$$
p_{i} f\left(t_{i}\right)=a_{0} p_{i}+\sum_{j=1}^{t} a_{j} p_{i} Q_{j}\left(t_{i}\right), \quad \text { for } i=0,1, \ldots, n .
$$

Summarizing on $i$ we obtain

$$
\begin{aligned}
\sum_{i=0}^{n} p_{i} f\left(t_{i}\right) & =a_{0} \sum_{i=0}^{n} p_{i}+\sum_{j=1}^{t}\left(a_{j} \sum_{i=0}^{n} p_{i} Q_{j}\left(t_{i}\right)\right) \\
& =a_{0} M+\sum_{j=1}^{t}\left(\frac{a_{j}}{\binom{n}{j}(q-1)^{j}} \sum_{i=0}^{n} p_{i} K_{j}(i)\right)
\end{aligned}
$$

Since $C$ has strength $t$ then according to Lemma 1.5.2

$$
\sum_{i=0}^{n} p_{i} K_{j}(i)=0, \quad \text { for } j=1, \ldots, t
$$

Hence

$$
\sum_{i=0}^{n} p_{i} f\left(t_{i}\right)=a_{0} M
$$

## Chapter 2

## Computing effectively distance distributions

The knowledge of possible distributions of an orthogonal array with respect to any point is important for solving existence and classification problems. It also gives an useful information about the covering radius of the orthogonal array considered as a $q$-ary code.

Now we sketch how one can apply the knowledge of possible distance distributions to studying orthogonal arrays and can deduce information about its structure.

In this chapter are used polynomial and combinatorial techniques [13, 23, 17] to compute all feasible distance distributions of ternary orthogonal arrays of respectively small lengths and strengths. We propose a method for computing and reducing of the possibilities of distance distributions of given orthogonal arrays. We use properties of orthogonal arrays (with given parameters) and some relations with their derived orthogonal arrays to reduce the possible distance distributions.

If after applying all constrains there is no distance distributions, the ternary orthogonal arrays with the given parameters does not exist. We improve the know methods [7, 8, 2] for computing and reducing the possibilities for distance distributions of orthogonal arrays.

This is the key for investigating the structure of orthogonal arrays. Then applying the new conditions so that orthogonal arrays must satisfied. If no then we get nonexistence result, i.e there is no $O A(108,16,3,3)$ and confirm the nonexistence result for $O A(108,17,3,3)$.

### 2.1 Systems, satisfied by feasible distance distributions

Let $C$ be an $O A(M, n, q, t)$ and $\mathbf{x} \in \mathcal{A}^{n}$ be a fixed vector. The set of integers $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ defined by

$$
p_{i}=|\{\mathbf{u} \in C \mid \mathrm{d}(\mathbf{x}, \mathbf{u})=i\}|
$$

is called the distance distribution of $C$ with respect to $\mathbf{x}$ (as already defined in 1.5.1.

Boyvalenkov and co-authors ( [7, 8, 3]) point out that in the general case all feasible distance distributions can be computed as nonnegative integer solutions of certain system of linear equations with Vandermone matrix $\left(t_{j}^{i}\right)$, where $t_{j}=$ $1-\frac{2 j}{n}, j=0, \ldots, n$, namely

Theorem 2.1.1. ([13, [7]) Let $C \subset H(n, q)$ is an $O A(M, n, q, t)$ and $c \in H(n, q)$ is a fixed point. If $c \in C$, for the distance distribution of $C$ with respect of $c$ the following system holds:

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i}\left(1-\frac{2 i}{n}\right)^{k}=f_{0}|C|, k=0,1, \ldots, t \tag{2.1}
\end{equation*}
$$

where $f_{0}$ is the first coefficient in the expansion of the polynomial ${ }^{k}$ by the normalized Krawchouk polynomials.

The well known properties in the theorem below are stated by Bose and Bush ([1]) based on combinatorial arguments and can be found also in [17, Lemma 2.7]. Recently these results are proved in another way by Manev [26]. He also showed different representations of this system. The Manev's results are summarized in the Theorem 2.1.2. Some of these systems can facilitate fast computation of distance distributions. In this section we follow the results of [26].

Theorem 2.1.2 ([26]). Let $C$ be an $O A(M, n, q, t)$ and $\mathbf{v} \in \mathcal{A}^{n}$. If $\mathbf{p}(\mathbf{v})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is the distance distribution of $C$ with respect to $\mathbf{v}$, then for $m=0,1, \ldots, t$ and $s=1, \ldots, t+1, \mathbf{p}(\mathbf{v})$ satisfies the following systems:
(i)

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{n-i}{m} p_{i}=\frac{M}{q^{m}}\binom{n}{m}=\lambda q^{t-m}\binom{n}{m} \tag{2.2}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i} i^{m}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i} i^{m}(q-1)^{i} \tag{2.3}
\end{equation*}
$$

(iii)

$$
\begin{equation*}
\sum_{i=0}^{n} p_{i}(n-i)^{m}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}(n-i)^{m}(q-1)^{i} \tag{2.4}
\end{equation*}
$$

(iv)

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{i-s}{m} p_{i}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{m}(q-1)^{i} \tag{2.5}
\end{equation*}
$$

Proof. (i) Choosing $f(x)=\binom{n-x}{m}$ for $m=0,1, \ldots, t$ in Theorem 1.5.3 we obtain

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n-i}{m} p_{i} & =\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{n-i}{m}(q-1)^{i} \\
& =\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{m}\binom{n-m}{i}(q-1)^{i} \\
& =\frac{M}{q^{n}}\binom{n}{m} \sum_{i=0}^{n}\binom{n-m}{i}(q-1)^{i} \\
& =\frac{M}{q^{n}}\binom{n}{m} q^{n-m} .
\end{aligned}
$$

(ii) We choose in this case $f(x)=x^{m}$ for $m=0,1, \cdots, t$ in Theorem 1.5.3 we obtain (2.3).
(iii) Choose $f(x)=(n-x)^{m}$ and we obtain (2.4).
(iv) It's nesessary to choose $f(x)=\binom{x-s}{m}$ in Theorem 1.5.3 for $m=0,1, \cdots, t$ and $s$ is an integer and in this way we obtain the desired identity.

These systems 2.2, 2.3, 2.4, 2.5) show that $\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is a solution of equavalent linear systems with nonnegative integer coefficients. One should find all their nonnegative integer solutions, that is, to select the nonnegative among all integer solutions.

The space of solutions of a linear system $\mathbf{A} \mathbf{x}^{\tau}=\mathbf{b}$ is the coset $\mathbf{x}_{0}+\mathbf{U}$, where $\mathbf{x}_{0}$ is a partial solution and $\mathbf{U}$ is the null space of $\mathbf{A}$. The considered matrix $\mathbf{A}$ has rank $\operatorname{rank} \mathbf{A}=t+1$ therefore $\operatorname{dim} \mathbf{U}=n+1-(t+1)=n-t$. Hence $\mathbf{U}$ is generated by the rows of $(n-t) \times(n+1)$ matrix $\mathbf{A}^{\perp}$ with rank $(n-t)$ that satisfies $\mathbf{A}\left(\mathbf{A}^{\perp}\right)^{\tau}=\mathbf{O}$.

Therefore any solution of the systems of Theorem 2.1.2 is a sum of a partial solution and a linear combination of the rows of the matrix form by vectors given in Theorem 2.1.4. Instead of this matrix we can use its "systematic" form: all exepting $(t+1)$ fixed columns have only one 1 and zeros in the others positions. Then the $(n-t)$ free variable can be chosen nonnegative and no greater than the upper bound. Distance distribution is any vector with nonnegative values in the fixed $(t+1)$ positions. Due to the special form of the matrix generating the null space formulas for the values in the chosen $(t+1)$ columns can be given. We show this fact by the following example.

The explicit form for $\mathbf{A}^{\perp}$ is given by Theorem 2.1.4 bellow (see [26]). Its proof is based on the following lemma.

Lemma 2.1.3. ([26]) For any $k=0,1,2, \ldots, n$ and $s$ nonnegative integer

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{n}{i}(i+s)^{k} x^{i+s}=(1+x)^{n-k} g_{k}(x), \quad \operatorname{deg} g_{k}(x)=k+s \tag{2.6}
\end{equation*}
$$

and the leading coefficient of $g_{k}(x)$ is $(n+s)^{k}$.

Proof. The proof of the lemma is based on mathematical induction. The Newton binomial gives

$$
\sum_{i=0}^{n}\binom{n}{i} x^{i+s}=x^{s}(1+x)^{n}
$$

Differentiating and multiplying by $x$ we get

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n}{i}(i+s) x^{i+s} & =(1+x)^{n-1} x^{s}[(n+s) x+s] \\
& =(1+x)^{n-1} g_{1}(x)
\end{aligned}
$$

where $\operatorname{deg} g_{1}(x)=s+1$ and its leading coefficient is $(n+s)$.
Now we have a base for induction. Assume that (2.6) is true. We prove it for $k+1$. Differentiating and multiplying by $x$ we get

$$
\begin{aligned}
\sum_{i=0}^{n}\binom{n}{i}(i+s)^{k+1} x^{i+s} & =x\left[(n-k)(1+x)^{n-k-1} g_{k}(x)+(1+x)^{n-k} g_{k}^{\prime}(x)\right] \\
& =(1+x)^{n-k-1} x\left[(n-k) g_{k}(x)+(1+x) g_{k}^{\prime}(x)\right] \\
& =(1+x)^{n-k-1} g_{k+1}(x),
\end{aligned}
$$

It is easy to check that the leading coefficient of $g_{k+1}(x)$ is

$$
(n-k)(n+s)^{k}+(k+s)(n+s)^{k}=(n+s)^{k+1}
$$

and

$$
\operatorname{deg} g_{k+1}=k+s+1
$$

Theorem 2.1.4. ([26]) Let $\mathbf{A}=\left(a_{i j}\right)=\left(j^{i}\right), i=0,1, \ldots, t, j=1,2, \ldots, n$. For $t<m \leq n$ the vector

$$
\left(1,-\binom{m}{1},\binom{m}{2}, \ldots,(-1)^{j}\binom{m}{j}, \ldots,(-1)^{m}, 0, \ldots, 0\right)
$$

and all $n-m-1$ its cyclic right shifts are linear independent and belong to the null-space of $\mathbf{A}$. In partial for $m=t+1$ they form a basis of the null-space.

Proof. Setting $x=-1$ and $n=m$ in (2.6) we obtain

$$
\sum_{i=0}^{m}(-1)^{i+s}\binom{m}{i}(i+s)^{k}=0
$$

where $k=0,1, \ldots, m-1$ and $s=0, \ldots, n-m$. This proves the theorem.
We shell need some combinatorical results in order to use them to obtain 'systematic" form in the matrix.

Corollary 2.1.5. ([33, §1.2]) The following identities hold
(a) $\binom{n}{k}\binom{k}{m}=\binom{n}{m}\binom{n-m}{k-m}=\binom{n}{k-m}\binom{n-k+m}{m}$
(b) $\binom{n}{k}\binom{n-k}{m}=\binom{n}{m}\binom{n-m}{k}=\binom{n}{k+m}\binom{k+m}{k}$

Lemma 2.1.6. ([33]) The following hold:
(a) $S=\sum_{j=0}^{t}(-1)^{j}\binom{j}{m}\binom{d}{j}=(-1)^{m}\binom{d}{m}\binom{t-d}{t-m}$;
(b) $S=\left\{\begin{array}{ll}(-1)^{t} \frac{d}{d-m}\binom{t}{m}\binom{d-1}{t}, & d \neq m \\ (-1)^{m}, & d=m\end{array}\right.$;

54 CHAPTER 2. COMPUTING EFFECTIVELY DISTANCE DISTRIBUTIONS
(c) $S=\left\{\begin{array}{ll}(-1)^{t} \frac{d-t}{d-m}\binom{t}{m}\binom{d}{t}, & d \neq m \\ (-1)^{m}, & d=m\end{array}\right.$.

Proof. Let us first observe that

$$
\begin{aligned}
\sum_{j=0}^{t}(-1)^{j}\binom{d}{j} & =(-1)^{0}\binom{d}{0}+\sum_{j=1}^{t}(-1)^{j}\left(\binom{d-1}{j}+\binom{d-1}{j-1}\right) \\
& =1+\sum_{j=1}^{t}(-1)^{j}\binom{d-1}{j}+\sum_{j=1}^{t}(-1)^{j}\binom{d-1}{j-1} \\
& =(-1)^{t}\binom{d-1}{t}=(-1)^{t} \frac{d-t}{d}\binom{d}{t}
\end{aligned}
$$

and using $\binom{j}{m}\binom{d}{j}=\binom{d}{m}\binom{d-m}{j-m}$ and $\binom{n+m-1}{m}=(-1)^{m}\binom{-n}{m}$.
Now, we are ready to show (a), that is

$$
\begin{aligned}
S=\sum_{j=0}^{t}(-1)^{j}\binom{j}{m}\binom{d}{j} & =\sum_{j=0}^{t}(-1)^{j}\binom{d}{m}\binom{d-m}{j-m} \\
& =\binom{d}{m} \sum_{j=0}^{t}(-1)^{j}\binom{d-m}{j-m} \\
& =\binom{d}{m} \sum_{k=0}^{t-m}(-1)^{m+k}\binom{d-m}{k} \\
& =(-1)^{m}\binom{d}{m} \sum_{k=0}^{t-m}(-1)^{k}\binom{d-m}{k} \\
& =(-1)^{m}\binom{d}{m}(-1)^{t-m}\binom{d-m-1}{t-m} \\
& =(-1)^{m}\binom{d}{m}\binom{t-d}{t-m} .
\end{aligned}
$$

By analogy, we prove identities (b) and (c).

Lemma 2.1.7. Let $\mathbf{R}_{t}=\left(r_{i j}\right)=\left(\binom{j}{i}\right)$ where $i, j=0,1,2, \ldots, t$. Its inverse matrix is

$$
\mathbf{R}_{t}^{-1}=\left((-1)^{i+j}\binom{j}{i}\right)
$$

Proof. Using Lemma 2.1.6 (a) we have

$$
\begin{aligned}
\sum_{j=0}^{n} r_{k j}(-1)^{j+m} r_{j m} & =(-1)^{m} \sum_{j=0}^{n}(-1)^{j}\binom{j}{k}\binom{m}{j} \\
& =(-1)^{m}(-1)^{k} \delta_{m k}=\delta_{m k} .
\end{aligned}
$$

Upper bounds for $\mathbf{p}=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$. The trivial upper bound is

$$
p_{i} \leq M
$$

but the number $(M+1)^{n-t}$ is too large number even for small parameters $M, n, q, t$. This makes the computing $\mathbf{p}$ practically infeasible. It turns out that only few $p_{i}$ can take values close to $M$. For the most of $i$ the interval for $p_{i}$ is shorter. Theorem 1.5 .3 gives that if $f(i) \geq 0$ for all $i=0,1, \ldots, n$ then

$$
p_{i} \leq \frac{f_{0} M}{f(i)} .
$$

For example we can use (2.1.2) (ii) and 2.1.2) (iii) to obtain an upper bounds for $p_{i}$. Each of the linear systems 2.1 .2 (ii) and (2.1.2) (iii) gives improvement only for the right or left end of $\mathbf{p}$ but combining both results (as well as with the results from other similar linear systems) we can obtain a significant improvement.

Using different polynomials $f(x)$ we obtain many equivalent linear systems for the distance distribution of the studied orthogonal array. For example

$$
f(x)=(2 x-n)^{k}, f(x)=(3 x-n)^{k}, f(x)=(3 n-4 x)^{k}, f(x)=(3 x-2 n)^{k}
$$

corresponds to systems with matrices $\mathbf{A}=\left(a_{k i}\right)$ :

$$
a_{k i}=(2 i-n)^{k}, \quad a_{k i}=(3 i-n)^{k}, \quad a_{k i}=(3 n-4 i)^{k}, \quad a_{k i}=(3 i-2 n)^{k}
$$

### 2.2 Algorithm

This is an alogorithm for determining possible vectors $\mathbf{p}$.

## ALGORITHM

P1. Find the best possible upper bound vector $\mathbf{u}$ for the vectors $\mathbf{p}$.

P2. Set up $s$. Let $s$ be the number of position before chosen $t+1$ consecutive positions where u have maximal values. Compute a partial solution from Theorem 2.1.2 (iv) putting zeros in all positions but in the chosen $t+1$ positions.

## P3. Apply the Null Space Algorithm.

Based on the Theorem2.1.2(iv) we can formule an algorithm for determining the null space.

NS 1. Construct the matrix $\mathbf{A}=\left(a_{i j}\right)=\left(\binom{j-s}{i}\right)$. It contains the matrix $\mathbf{R}_{t}$ defined in Lemma 2.1.7 in columns $s+1, \ldots, s+t+1$.

NS 2. Transform A into a row echelon form $\mathbf{B}$ by multiplying with $\mathbf{R}_{t}^{-1}$ (see Lemma 2.1.7) and obtain:

$$
\mathbf{B}=\mathbf{R}_{t}^{-1} \mathbf{A}=\left(\mathbf{U}_{1} \mathbf{I}_{t+1} \mathbf{U}_{2}\right),
$$

where identity $(t+1) \times(t+1)$ matrix $\mathbf{I}_{t+1}$ in columns $s+1, \ldots, s+t+1$. The matrices $\mathbf{U}_{1}$ and $\mathbf{U}_{2}$ are $(t+1) \times s$ and $(t+1) \times(n-t-s)$ matrices respectively.

NS 3. Construct the matrix generating the null space, namely

$$
\mathbf{A}^{\perp}=\left(\begin{array}{ccc}
\mathbf{I}_{s} & -\mathbf{U}_{1}^{\tau} & \mathbf{O}_{1} \\
\mathbf{O}_{2} & -\mathbf{U}_{2}^{\tau} & \mathbf{I}_{n-t-s}
\end{array}\right)
$$

where $\mathbf{O}_{1}$ and $\mathbf{O}_{2}$ are zero matrices with suitable size.
NS 4. Generate all linear combinations of the rows of $\mathbf{A}^{\perp}$ with nonnegative coefficients bounded by u.
$\mathbf{P 4}$. By adding the partial solution to any vector of the null space find the integer solutions of Theorem 2.1.2 (iv).

P5. Select the solutions that have nonnegative values in $s+1, \ldots, s+t+1$ positions.

Remark Minimization of the upper bound $\mathbf{u}$ is very important. Decreasing even with 1 in one position of $\mathbf{u}$ leads to significant decreasing of numbers of checks. An useful step in this direction is to compute the matrix generating the null space (i.e. NS 3) for $s=n-t$ or $n-t-1$ and compare its entries with the corresponding partial solution.

Solutions with zero first coordinate are distance distribution with respect to an external point for the orthogonal array while ones with nonzero first coordinate close to M. For the most of i the interval for $p_{i}$ is quit shorter. Indeed, using again correspond to distributions with respect to internal point. If the first coordinate is greater then 1 it means that the point appears more then one time, i.e., the orthogonal array is a multi-set.

Example 2.2.1. Let us consider $O A\left(M=6 \cdot 3^{5}=1458, n=13, q=3, t=5\right)$ and the parameter $s=9$. The matrix $\mathbf{A}$ and the column $\mathbf{b}$ of free terms given by Theorem 2.1.2 (i)
$\left(\begin{array}{cccccccccccccc}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 13 & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\ 78 & 66 & 55 & 45 & 36 & 28 & 21 & 15 & 10 & 6 & 3 & 1 & 0 & 0 \\ 286 & 220 & 165 & 120 & 84 & 56 & 35 & 20 & 10 & 4 & 1 & 0 & 0 & 0 \\ 715 & 495 & 330 & 210 & 126 & 70 & 35 & 15 & 5 & 1 & 0 & 0 & 0 & 0 \\ 1287 & 792 & 462 & 252 & 126 & 56 & 21 & 6 & 1 & 0 & 0 & 0 & 0 & 0\end{array}\right),\left(\begin{array}{c}1458 \\ 6318 \\ 12636 \\ 15444 \\ 12870 \\ 7722\end{array}\right)$

$$
\begin{gathered}
\text { by Theorem 2.1.2 (ii) } \\
\left(\begin{array}{ccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\
0 & 1 & 4 & 9 & 16 & 25 & 36 & 49 & 64 & 81 & 100 & 121 & 144 \\
0 & 1 & 8 & 27 & 64 & 125 & 216 & 343 & 512 & 729 & 1000 & 1331 & 1728 \\
0 & 1 & 16 & 81 & 256 & 625 & 1296 & 2401 & 4096 & 6561 & 10000 & 14641 & 20736 \\
0 & 28561 \\
0 & 1 & 32 & 243 & 1024 & 3125 & 7776 & 16807 & 32768 & 59049 & 100000 & 161051 & 248832 \\
371293
\end{array}\right),\left(\begin{array}{c}
1458 \\
12636 \\
113724 \\
1057212 \\
10110204 \\
99135036
\end{array}\right)
\end{gathered}
$$

by Theorem 2.1.2 (iii)

$$
\left.\left(\begin{array}{ccccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
13 & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
169 & 144 & 121 & 100 & 81 & 64 & 49 & 36 & 25 & 16 & 9 & 4 & 1 & 0 \\
2197 & 1728 & 1331 & 1000 & 729 & 512 & 343 & 216 & 125 & 64 & 27 & 8 & 1 & 0 \\
28561 & 20736 & 14641 & 10000 & 6561 & 4096 & 2401 & 1296 & 625 & 256 & 81 & 16 & 1 & 0 \\
371293 & 248832 & 161051 & 100000 & 59049 & 32768 & 16807 & 7776 & 3125 & 1024 & 243 & 32 & 1 & 0
\end{array}\right), \begin{array}{c}
1458 \\
31590 \\
174798 \\
1048086 \\
6717438
\end{array}\right)
$$
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$$
\left(\begin{array}{cccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-7 & -6 & -5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
28 & 21 & 15 & 10 & 6 & 3 & 1 & 0 & 0 & 1 & 3 & 6 & 10 & 15 \\
-84 & -56 & -35 & -20 & -10 & -4 & -1 & 0 & 0 & 0 & 1 & 4 & 10 & 20 \\
210 & 126 & 70 & 35 & 15 & 5 & 1 & 0 & 0 & 0 & 0 & 1 & 5 & 15 \\
-462 & -252 & -126 & -56 & -21 & -6 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 6
\end{array}\right),\left(\begin{array}{c}
1458 \\
2430 \\
2916 \\
1080 \\
1044 \\
-612
\end{array}\right) .
$$

We obatin the matrix $B=R^{-1} A$ we need the matrix $R^{-1}$, i.e.

$$
R^{-1}=\left(\begin{array}{cccccc}
1 & -1 & 1 & -1 & 1 & -1 \\
0 & 1 & -2 & 3 & -4 & 5 \\
0 & 0 & 1 & -3 & 6 & -10 \\
0 & 0 & 0 & 1 & -4 & 10 \\
0 & 0 & 0 & 0 & 1 & -5 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

We get the matrix $B$
$B=\left(\begin{array}{cccccccccccccc}792 & 462 & 252 & 126 & 56 & 21 & 6 & 1 & 0 & 0 & 0 & 0 & 0 & -1 \\ -3465 & -1980 & -1050 & -504 & -210 & -70 & -15 & 0 & 1 & 0 & 0 & 0 & 0 & 6 \\ 6160 & 3465 & 1800 & 840 & 336 & 105 & 20 & 0 & 0 & 1 & 0 & 0 & 0 & -15 \\ -5544 & -3080 & -1575 & -720 & -280 & -84 & -15 & 0 & 0 & 0 & 1 & 0 & 0 & 20 \\ 2520 & 1386 & 700 & 315 & 120 & 35 & 6 & 0 & 0 & 0 & 0 & 1 & 0 & -15 \\ -462 & -252 & -126 & -56 & -21 & -6 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 6\end{array}\right)$
and the matrix $B^{\perp}$

$$
B^{\perp}=\left(\begin{array}{cccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 7 & -28 & 84 & -210 & 462 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 6 & -21 & 56 & -126 & 252 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & -1 & 5 & -15 & 35 & -70 & 126 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & -1 & 4 & -10 & 20 & -35 & 56 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & 3 & -6 & 10 & -15 & 21 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 2 & -3 & 4 & -5 & 6 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -6 & -15 & -20 & -15 & -6 & 1
\end{array}\right)
$$

The obvious number of potential solutions of (2.1.2) (ii) (and any equivalent to it linear system) is $(M+1)^{n+1}$. For the given above example of $O A\left(M=6 \cdot 3^{5}=\right.$ $1458, n=13, q=3, t=5$ ) this number is $1459^{14} \approx 19 * 10^{43}$, which is enormous. The obtained upper bound reduce it to $\approx 10^{31}$, but this number is still large for a direct check by replacing in the system. Hence we choose another approach. In the case of $O A\left(M=6 \cdot 3^{5}=1458, n=13, q=3, t=5\right)$ we can obtain

$$
\mathbf{p} \leq \mathbf{u}=(6,9,16,30,61,137,367,772,1263,1404,991,615,398,266)
$$

### 2.3 Our approach

Let us consider the system (iv) in Theorem 2.1.2 in details.

$$
\begin{equation*}
A_{s} p^{\tau}=a \tag{2.7}
\end{equation*}
$$

where

$$
A_{s}=\left(a_{k l}\right)=\left(\binom{l-s}{k}\right)
$$

is a $(t+1) \times(n+1)$ matrix. The vector $a=\left(a_{0}, a_{1}, \ldots, a_{t}\right)^{\tau}$ is determined by

$$
a_{k}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{k}(q-1)^{i}
$$

where $k=0, \ldots, t$. Columns of $A$ corresponding to $l=s, \ldots, s+t$ form $(t+1) \times(t+1)$ matrix $\left.R_{t}=\left(r_{i j}\right)=\binom{j}{i}\right)$. Multiplying the system (3.1) with $R_{t}^{-1}$ we get $B p^{\tau}=b$,
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$$
b_{m l}=(-1)^{m} \sum_{j=0}^{t}(-1)^{j}\binom{j}{m}\binom{l-s}{j}, \quad m=0,1, \ldots, t, l=0,1, \ldots, n
$$

and

$$
\begin{equation*}
b_{m}=(-1)^{m} \lambda q^{t-n} \sum_{i=0}^{n}\left(\binom{n}{i}(q-1)^{i} \sum_{j=0}^{t}\binom{j}{m}\binom{i-s}{j}\right), \quad m=0,1, \ldots, t . \tag{2.8}
\end{equation*}
$$

Based on Lemma 2.1.6 we can evaluate the elements of the matrix $B$ by the next theorem.

Theorem 2.3.1. The following hold:
(a) $\quad b_{m l}=(-1)^{2 m}\binom{l-s}{m}\binom{t-l+s}{t-m}=\binom{l-s}{m}\binom{t-l+s}{t-m}$;
(b) $b_{m l}= \begin{cases}(-1)^{m+t} \frac{l-s-t}{l-s-m}\binom{t}{m}\binom{l-s}{t}, & l \neq s+m \\ 1, & l=s+m\end{cases}$

Therefore $B=\left(U_{1} I_{t+1} U_{2}\right)$, where

- $U_{1}=\left(b_{m l}\right)$ is $(t+1) \times s$ matrix $(l=0,1, \ldots, s-1)$;
- $U_{2}=\left(b_{m l}\right)$ is $(t+1) \times(n-s-t)$ matrix $(l=s+t+1, \ldots, n)$;
- $I_{t+1}$ is identity $(t+1) \times(t+1)$ matrix, placed in columns $l=s+t+1, \ldots, n$. Now we can simplify expression for $b_{m}$. Applying Lemma 2.1.6 to (2.8) we get

$$
b_{m}=(-1)^{m} \lambda q^{t-n} \sum_{i=0}^{n}\binom{n}{i}(q-1)^{i}(-1)^{m}\binom{i-s}{m}\binom{t+s-i}{t-m}
$$

or equivalently

$$
b_{m}=(-1)^{m+t} \lambda q^{t-n}\binom{t}{m} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{t} \frac{i-s-t}{i-s-m}(q-1)^{i},
$$

where $m=0,1, \ldots, t$.
The vector $\left(b_{0}, b_{1}, \ldots, b_{t}\right)$ is a partial solution, i.e. any solution is a sum of this and vector of the Null space of $B$, i.e. linear combination of rows of

$$
G=\left(\begin{array}{ccc}
I_{s} & -U_{1}^{\tau} & O_{1} \\
O_{2} & -U_{2}^{\tau} & I_{n-t-s}
\end{array}\right) .
$$

Thus the received formula give us possibility to obtain some bounds for $b_{m l}$ and $b_{m}(l=0, \ldots, s-1, s+t+1, \ldots, n)$, otherwise $b_{m l}$ is 1 or 0 when $l=s, \ldots, s+t$.

Corollary 2.3.2. The numbers $b_{m l}$ has the same sign with $(-1)^{m}$ for $t$ even number and for every $l=0,1, \ldots, s-1, s+t+1, \ldots, n$.

Proof. Let us notice that $\frac{l-s-t}{l-s-m}>0$. This is true because

- if $l \leq s \Rightarrow l-s \leq 0 \Rightarrow \frac{l-s-t}{l-s-m}>0$
- if $l>s+t \Rightarrow l-s \geq t+1 \Rightarrow \frac{l-s-t}{l-s-m}>0(m \leq t)$.

Using Theorem 2.3.1 (b) and facts that in any case $\frac{l-s-t}{l-s-m}>0$ and $\binom{l-s}{t} \geq 0$ whether $l-s$ is greater than or less than 0 for even $t$.

Corollary 2.3.3. For $t$ even number the inequality holds

$$
p_{l} \leq\left\lfloor\frac{b_{m}}{b_{m l}}\right\rfloor, \text { for } l=0,1, . . s-1, s+t+1, \ldots, n
$$

Proof. The numbers $b_{m}$ has the same sign as $b_{m l}$.
The situation when $t$ is odd number is a more complicate, because $\binom{l-s}{t}<0$ for $l=0,1, \ldots, s-1$. Therefore for given $m$ the numbers $b_{m l}$ in the matrix $U_{1}$ are with one sign, but have the opposite in matrix $U_{2}$.

### 2.4 Relation between distance distributions of $\mathrm{OA}(\mathrm{M}, \mathrm{n}, \mathrm{q}, \mathrm{t})$ and related orthogonal array

In what follows we show how we study orthogonal arrays applying the knowledge of possible distance distributions and derive information about its structure.

Let $C$ be an $O A(M, n, q, t)$ and we can assume that $C$ contains the all-zero vector. Let $C$ be the orthogonal array obtained from $C$ by deleting the first column. Denote by $C_{i}, i=0,1, \ldots, q-1$ the set obtained by taking all rows of $C$ with the $i$-th element of $\mathcal{A}$ in the first column and then deleting the first column. $\left(C_{0}\right.$ corresponds to 0 in the first column.) According to Proposition 1.2.1

$$
C \text { is } O A(M, n-1, q, t) \quad \text { and } \quad C_{i} \text { is } O A(M / q, n-1, q, t-1) .
$$

We compute all possible distance distributions of $C, C_{i}, C$ using described algorithm, and any other necessary arrays derived from $C$.

Let $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \in C$, i.e., $\mathbf{c}_{0}=\left(c_{2}, \ldots, c_{n}\right) \in C_{0}$ or $C_{i}$. The distance distribution of $C$ with respect to $\mathbf{c}$ is $\mathbf{p}(\mathbf{c})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ and $\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$ of $C_{0}$ (or $C_{i}$ ) to $\mathbf{c}_{0}$, respectively.

We say that a vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ dominate another vector $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ if $a_{i} \geq b_{i}$ for all $i=1, \ldots, n$.

Corollary 2.4.1. If vector $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is a a distance distribution of $O A(M, n, q, t)$ array $C$ then it satisfies the following conditions
(i) $\left(p_{0}, p_{1}, \ldots, p_{n-1}\right)$ dominates $\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$, when $p_{0}^{0} \geq 1$;
(ii) $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ dominates $\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$ when $p_{0}^{0}=0$;
(iii) the difference

$$
\bar{p}\left(c_{0}\right)=\left(\bar{p}_{0}, \bar{p}_{1}, \ldots, \bar{p}_{n-1}\right)=\left(p_{1}-p_{1}^{0}, \ldots, p_{n-1}-p_{n-1}^{0}, p_{n}\right)
$$

has to be the distance distribution of $C_{1} \cup \cdots \cup C_{q-1}$ with respect to the external point $c_{0}$;
(iv) $\stackrel{\vee}{p}\left(c_{0}\right)=\bar{p}\left(c_{0}\right)+p^{0}\left(c_{0}\right)$ has to be a distance distribution of $\stackrel{\vee}{C}$ with respect to $c_{0}$.

We will called $\mathbf{p}, \overline{\mathbf{p}}(\mathbf{c}), \mathbf{p}^{0}$ successors of $\mathbf{p}$ and $\mathbf{p}$ their parent vector.
When we delete different columns we can obtain not only different $C_{i}$ but different values for $\mathbf{p}, \overline{\mathbf{p}}(\mathbf{c}), \mathbf{p}^{0}$. The following result holds

Theorem 2.4.2 ([7, [26]). Let $\bar{p}^{(1)}, \bar{p}^{(2)}, \ldots, \bar{p}^{(s)}$ be all possible successors of $p$ and let $\bar{p}^{(i)}$ be obtained in $k_{i}$ cases of deleting of a column, $i=1,2, \ldots, s$. Then the integers $k_{i}$ satisfy

$$
\begin{aligned}
& k_{1}+k_{2}+\cdots+k_{s}=n \\
& k_{1} \bar{p}^{(1)}+k_{2} \bar{p}^{(2)}+\cdots+k_{s} \bar{p}^{(s)}=\left(p_{1}, 2 p_{2}, \ldots, n p_{n}\right) \\
& k_{i} \geq 0
\end{aligned}
$$

Proof. We calculate the nonzero positions of the submatrix of rows at distance $i$ from $c$ (called $i$-block)in two ways.

Calculating by rows we get the right side $i p_{i}$, while the calculation by columns gives the left side of the equation.

Example 2.4.3. We demonstrate the aforesaid by the same orthogonal array $C=$ $O A(18,7,3,2)$. In this case

$$
C=O A(18,6,3,2) \quad \text { and } \quad C_{i}=O A(6,6,3,1)
$$

There are 3 possible distance distributions with respect to an internal point for $C$, namely

$$
\begin{array}{r}
(1,0,0,2,9,6,0) \\
(1,0,0,1,12,3,1) \\
(1,0,0,0,15,0,2)
\end{array}
$$

For $C_{i}=O A(6,6,3,1)$ we have 10 possible distribution with respect to internal point and 29 with respect to external point.

| Distancer distributions |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | 1 | 4 | 0 |
| 1 | 0 | 0 | 0 | 2 | 2 | 1 |
| 1 | 0 | 0 | 0 | 3 | 0 | 2 |
| 1 | 0 | 0 | 1 | 0 | 3 | 1 |
| 1 | 0 | 0 | 1 | 1 | 1 | 2 |
| 1 | 0 | 0 | 2 | 0 | 0 | 3 |
| 1 | 0 | 1 | 0 | 0 | 2 | 2 |
| 1 | 0 | 1 | 0 | 1 | 0 | 3 |
| 1 | 1 | 0 | 0 | 0 | 1 | 3 |
| 2 | 0 | 0 | 0 | 0 | 0 | 4 |

Table 2.1: Distance distributions for internal point $O A(6,6,3,1)$

For $\mathbf{c} \in C$ we obtained two possible distributions $\mathbf{p}(\mathbf{c})=(1,0,0,1,0,15,1,0)$ and $\mathbf{p}(\mathbf{c})=(1,0,0,0,3,12,2,0)$. The first distribution dominates one while the second dominates three possible distributions for $C_{0}$. The same is situation with $C_{1}$ and $C_{2}$, namely

Hence only 4 among 10 distribution of $C_{0}$ with respect to inner point and only 3 among 29 distributions of $C_{i}$ with respect to external point are indeed possible. The last column of the table gives the distribution $\overline{\mathbf{p}}$ of $C_{1} \cup C_{2}$ with respect to the external point $\mathbf{c}_{0}$. One can check that for all rows the condition (iv) of Proposition 2.4.1 holds.

Since we can assume $\mathbf{c}=\mathbf{0}$ the presented distribution can be considered as weight distributions of $C_{i}$ and $C_{1} \cup \cdots \cup C_{q-1}$. Therefore we obtain information about weight structure of $C$. It is presented in Table As usually the vectors in the table present from left to right the number of words with weight from zero to 6 .

| Distance distributions |
| :---: |
| 0000600 |
| 0001410 |
| 0002220 |
| 0002301 |
| 0003030 |
| 0003111 |
| 0004002 |
| 0010320 |
| 0010401 |
| 0011130 |
| 0011211 |
| 0012021 |
| 0012102 |
| 0020040 |
| 0020121 |
| 0020202 |
| 0021012 |
| 0030003 |
| 0100230 |
| 0100311 |
| 0101040 |
| 0101121 |
| 0101202 |
| 0102012 |
| 0110031 |
| 0110112 |
| 0111003 |
| 0200022 |
| 0200103 |

Table 2.2: Distance distributions for external point $O A(6,6,3,1)$

Let consider the case $\mathbf{p}=(1,0,0,0,3,12,2,0)$. It has 3 possible successors (see Table 2.4)

$$
\begin{aligned}
\overline{\mathbf{p}}^{(1)} & =(0,0,0,2,8,2,0) \\
\overline{\mathbf{p}}^{(2)} & =(0,0,0,1,10,1,0) \\
\overline{\mathbf{p}}^{(3)} & =(0,0,0,0,12,0,0)
\end{aligned}
$$

| Distance distributions | for external point $O A(18,7,3,2)$ |
| :---: | :---: |
| 000014004 | 00124812 |
| 000112023 | 00133560 |
| 001311102 | 00132831 |
| 000210042 | 00140850 |
| 00029313 | 00206460 |
| 00038061 | 00205731 |
| 00037332 | 002041002 |
| 00036603 | 00213750 |
| 00046080 | 002121021 |
| 00045351 | 002201040 |
| 00044622 | 003001230 |
| 00053370 | 01008360 |
| 00052641 | 01007631 |
| 00051912 | 01006902 |
| 00060660 | 01015650 |
| 001010232 | 01014921 |
| 00109503 | 01022940 |
| 00118251 | 010211211 |
| 00117522 | 011021130 |
| 00126270 | 011011401 |
| 00125541 |  |

Table 2.3: Distance distributions for external point $O A(18,7,3,2)$

| $C$ | $C_{0}$ | $C_{1}$ or $C_{2}$ | $\overline{\mathbf{p}}$ |
| :---: | :---: | :---: | :---: |
| $1,0,0,1,0,15,1,0$ | $1,0,0,1,0,3,1$ | $0,0,0,0,6,0,0$ | $0,0,0,0,12,0,0$ |
| $1,0,0,0,3,12,2,0$ | $1,0,0,0,1,4,0$ | $0,0,0,0,6,0,0$ | $0,0,0,2,8,2,0$ |
|  | $1,0,0,0,2,2,1$ | $0,0,0,1,4,1,0$ | $0,0,0,1,10,1,0$ |
|  | $1,0,0,0,3,0,2$ | $0,0,0,2,2,2,0$ | $0,0,0,0,12,0,0$ |

Table 2.4: Possible distributions and their successors.

Then Theorem 2.4.2 gives

$$
\left\lvert\, \begin{aligned}
& k_{1}+k_{2}+k_{3}=7 \\
& k_{1}\left(\begin{array}{l}
0 \\
0 \\
0 \\
2 \\
8 \\
2 \\
0
\end{array}\right)+k_{2}\left(\begin{array}{c}
0 \\
0 \\
0 \\
1 \\
10 \\
1 \\
0
\end{array}\right)+k_{3}\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
12 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
12 \\
60 \\
12 \\
0
\end{array}\right) \\
& k_{i} \geq 0, i=1,2,3
\end{aligned}\right.
$$
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| $C_{0}$ | $1,0,0,1,0,3,1$ | $1,0,0,0,1,4,0$ | $1,0,0,0,1,4,0$ | $1,0,0,0,2,2,1$ | $1,0,0,0,3,0,2$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $C_{1}$ | $0,0,0,0,6,0,0$ | $0,0,0,0,6,0,0$ | $0,0,0,1,4,1,0$ | $0,0,0,0,6,0,0$ | $0,0,0,0,6,0,0$ |
| $C_{2}$ | $0,0,0,0,6,0,0$ | $0,0,0,2,2,2,0$ | $0,0,0,1,4,1,0$ | $0,0,0,1,4,1,0$ | $0,0,0,0,6,0,0$ |

The above system is equivalent to

$$
\left\lvert\, \begin{aligned}
& k_{1}=5+k_{3} \\
& k_{2}=2-2 k_{3} \\
& k_{i} \geq 0, i=1,2,3
\end{aligned}\right.
$$

The only integer solutions are

$$
\begin{aligned}
& k_{1}=5, k_{2}=2, k_{3}=0 \\
& k_{1}=6, k_{2}=0, k_{3}=1
\end{aligned}
$$

Now let consider the case $\mathbf{p}=(1,0,0,1,0,15,1,0)$. It has only 1 possible successor and gives the system

$$
\left\lvert\, \begin{aligned}
& k_{1}=7 \\
& k_{1}\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
12 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
3 \\
0 \\
75 \\
6 \\
0
\end{array}\right), \\
& k_{i} \geq 0, i=1,2,3
\end{aligned}\right.
$$

which has obviously no solution.

Hence we collect much information about the structures of $C$ that can be used for constructing and classification of such orthogonal arrays. Both obtained values for $k_{i}$ are realized in existing arrays. All nonisomorphic $O A(18, n, 3,2)$ for $3 \leq n \leq 7$ are classified in [16] and we refer the interested reader to it for more details.

### 2.5 Results

### 2.5.1 Nonexistence results

Theorem 2.5.1. The minimal index for ternary arrays with strength $t=3$ and length 17 and 16 is $\lambda=5$.

Proof. We have to prove that $O A(108,17,3,3)$ and $O A(108,16,3,3)$ do not exist. Based on the given above algorithms and obtained results we do the following:

1. First we compute all possible distance distributions $\mathbf{p}=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ with respect to internal points for $O A(108,17,3,3)$ and $O A(108,16,3,3)$ are 10 and 49, respectively.
$O A(108,17,3,3)$ has 10 possible DDs:

$$
\begin{gathered}
\{[1,0,0,0,0,0,0,0,0,0,8,87,2,0,0,3,1,6], \\
{[1,0,0,0,0,0,0,0,0,0,10,81,7,0,0,1,2,6],} \\
{[1,0,0,0,0,0,0,0,0,0,10,83,1,5,0,1,0,7],} \\
{[1,0,0,0,0,0,0,0,0,0,11,79,7,1,1,1,0,7],} \\
{[1,0,0,0,0,0,0,0,0,1,6,87,3,1,0,1,2,6],} \\
{[1,0,0,0,0,0,0,0,0,1,6,88,1,0,4,0,0,7],} \\
{[1,0,0,0,0,0,0,0,0,1,7,85,3,2,1,1,0,7],} \\
{[1,0,0,0,0,0,0,0,0,3,0,93,1,0,2,1,0,7],} \\
{[1,0,0,0,0,0,0,0,1,1,0,94,2,0,0,2,0,7],} \\
[1,0,0,0,0,0,0,0,1,1,2,88,7,0,0,0,1,7]\}
\end{gathered}
$$

$O A(108,16,3,3)$ has 49 possible DDs:

$$
\begin{array}{cl}
\{[1,0,0,0,0,0,0,0,0,0,72,24,0,0,0,8,3], & {[1,0,0,0,0,0,0,0,0,0,73,22,0,0,5,2,5],} \\
{[1,0,0,0,0,0,0,0,0,0,74,18,5,0,0,6,4],} & {[1,0,0,0,0,0,0,0,0,0,74,19,2,2,2,3,5],} \\
{[1,0,0,0,0,0,0,0,0,0,75,16,5,0,5,0,6],} & {[1,0,0,0,0,0,0,0,0,0,75,17,1,6,1,1,6],} \\
{[1,0,0,0,0,0,0,0,0,0,76,12,10,0,0,4,5],} & {[1,0,0,0,0,0,0,0,0,0,76,13,7,2,2,1,6],} \\
{[1,0,0,0,0,0,0,0,0,0,78,6,15,0,0,2,6],} & {[1,0,0,0,0,0,0,0,0,0,80,0,20,0,0,0,7],} \\
{[1,0,0,0,0,0,0,0,0,1,70,24,1,1,0,6,4],} & {[1,0,0,0,0,0,0,0,0,1,71,22,1,1,5,0,6],} \\
{[1,0,0,0,0,0,0,0,0,1,72,18,6,1,0,4,5],} & {[1,0,0,0,0,0,0,0,0,1,72,19,3,3,2,1,6],} \\
{[1,0,0,0,0,0,0,0,0,1,74,12,11,1,0,2,6],} & {[1,0,0,0,0,0,0,0,0,1,76,6,16,1,0,0,7],}
\end{array}
$$

$[1,0,0,0,0,0,0,0,0,2,67,27,0,0,3,3,5]$, $[1,0,0,0,0,0,0,0,0,2,69,21,5,0,3,1,6]$, $[1,0,0,0,0,0,0,0,0,2,72,12,12,2,0,0,7]$, $[1,0,0,0,0,0,0,0,0,3,66,24,3,3,0,2,6]$, $[1,0,0,0,0,0,0,0,0,4,61,32,0,0,1,4,5]$, $[1,0,0,0,0,0,0,0,0,4,64,24,4,4,0,0,7]$, $[1,0,0,0,0,0,0,0,0,5,59,32,1,1,1,2,6]$, $[1,0,0,0,0,0,0,0,0,5,61,26,6,1,1,0,7]$, $[1,0,0,0,0,0,0,0,0,8,50,40,0,0,2,0,7]$, $[1,0,0,0,0,0,0,0,1,0,67,28,1,0,1,4,5]$, $[1,0,0,0,0,0,0,0,1,0,69,22,6,0,1,2,6]$, $[1,0,0,0,0,0,0,0,1,0,71,16,11,0,1,0,7]$, $[1,0,0,0,0,0,0,0,1,1,66,26,1,5,0,0,7]$, $[1,0,0,0,0,0,0,0,1,2,63,28,3,2,1,0,7]$, $[1,0,0,0,0,0,0,0,1,6,50,41,1,0,0,1,7]$, $[1,0,0,0,0,0,0,0,2,2,56,37,2,0,0,1,7]$, $[1,0,0,0,0,0,0,1,0,1,60,36,0,1,0,1,7]$
早电
$[1,0,0,0,0,0,0,0,0,2,68,24,2,2,0,4,5]$, $[1,0,0,0,0,0,0,0,0,2,70,18,7,2,0,2,6]$, $[1,0,0,0,0,0,0,0,0,3,65,27,1,1,3,1,6]$, $[1,0,0,0,0,0,0,0,0,3,68,18,8,3,0,0,7]$, $[1,0,0,0,0,0,0,0,0,4,63,26,5,0,1,2,6]$, $[1,0,0,0,0,0,0,0,0,4,65,20,10,0,1,0,7]$, $[1,0,0,0,0,0,0,0,0,5,60,30,0,5,0,0,7]$, $[1,0,0,0,0,0,0,0,0,6,57,32,2,2,1,0,7]$, $[1,0,0,0,0,0,0,0,0,10,44,45,0,0,0,1,7]$, $[1,0,0,0,0,0,0,0,1,0,68,26,0,4,0,2,6]$, $[1,0,0,0,0,0,0,0,1,0,70,20,5,4,0,0,7]$, $[1,0,0,0,0,0,0,0,1,1,65,28,2,1,1,2,6]$, $[1,0,0,0,0,0,0,0,1,1,67,22,7,1,1,0,7]$, $[1,0,0,0,0,0,0,0,1,4,56,36,1,0,2,0,7]$, $[1,0,0,0,0,0,0,0,2,0,62,32,2,0,2,0,7]$, $[1,0,0,0,0,0,0,1,0,0,64,30,4,0,0,1,7]$,
2. The same distributions $\mathbf{p}^{0}=\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$ for residual arrays $O A(36,16,3,2)$ and $O A(36,15,3,2)$ are 6 and 12 , respectively. $(15,36,2)$ has 12 possible DDs:
$\{[1,0,0,0,0,0,0,0,0,0,29,3,2,1,0,0], \quad[1,0,0,0,0,0,0,0,0,0,30,0,5,0,0,0]$, $[1,0,0,0,0,0,0,0,0,1,26,6,1,1,0,0]$, $[1,0,0,0,0,0,0,0,0,1,27,3,4,0,0,0]$, $[1,0,0,0,0,0,0,0,0,2,23,9,0,1,0,0]$, $[1,0,0,0,0,0,0,0,0,2,24,6,3,0,0,0]$, $[1,0,0,0,0,0,0,0,0,3,21,9,2,0,0,0]$, $[1,0,0,0,0,0,0,0,0,4,18,12,1,0,0,0]$, $[1,0,0,0,0,0,0,0,0,5,15,15,0,0,0,0]$, $[1,0,0,0,0,0,0,0,1,0,24,8,2,0,0,0]$, $[1,0,0,0,0,0,0,0,1,1,21,11,1,0,0,0], \quad[1,0,0,0,0,0,0,0,1,2,18,14,0,0,0,0]\}$
$(16,36,2)$ has 6 possible DDs:

$$
\begin{aligned}
& \{[1,0,0,0,0,0,0,0,0,0,5,27,2,1,0,0,0], \\
& {[1,0,0,0,0,0,0,0,0,0,6,24,5,0,0,0,0],} \\
& {[1,0,0,0,0,0,0,0,0,1,2,30,1,1,0,0,0],} \\
& {[1,0,0,0,0,0,0,0,0,1,3,27,4,0,0,0,0],} \\
& {[1,0,0,0,0,0,0,0,0,2,0,30,3,0,0,0,0],} \\
& [1,0,0,0,0,0,0,0,1,0,0,32,2,0,0,0,0]\}
\end{aligned}
$$

3. Then we apply Corollary 2.4.1. Only 9 vectors $\mathbf{p}$ of $O A(108,17,3,3)$ dominate internal distributions $\mathbf{p}^{0}$ of $O A(36,16,3,2)$.
4. For any pair ( $\mathbf{p}, \mathbf{p}^{0}$ ) we compute the difference $\bar{p}(c)=\left(\bar{p}_{0}, \bar{p}_{1}, \ldots, \bar{p}_{n-1}\right)$ (see Corollary 2.4.1. Then we test whether $\bar{p}(c)$ is an external distribution for $C_{1} \cup C_{2}$ that are $O A(72,16,3,2)$ and $O A(72,15,3,2)$ arrays, respectively. This means that the set of received distance distributions have to satisfy system of equations (Theorem 2.1.2).
5. In the case $n=17$ test shows that none of $\bar{p}(c)$ satisfies the system. The obtained controduction proves that $O A(108,17,3,3)$ does not exist.
6. The case $n=16$ is more complicated. For seven of pairs $\left(\mathbf{p}, \mathbf{p}^{0}\right)$ the corresponding vectors $\bar{p}(c)$ satisfy the system for $O A(72,15,3,2)$. Hence we have to apply Theorem 2.4 .2 for the rest $\bar{p}(c)$. No one passes this test. Therefore $O A(108,16,3,3)$ does not exist.

Remark. The result of nonexistence of $O A(108,17,3,3)$ was already obtained by M. Stoyanova and T. Marinova, but we receive it independently using another approach. That's why we wrote a paper together [2].

### 2.5.2 Structural results

Structure of $O A(108,15,3,3)$ From [2] we have that $O A(108,15,3,3)$ has 119 possible distace ditribution and after applying the aforesaid approach we obtain 4 from 119 possible internal distance distribution for $O A(108,15,3,3)$ which pass all tests.
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$$
\begin{aligned}
& {[1,0,0,0,0,0,0,0,15,0,84,0,0,0,0,8]} \\
& {[1,0,0,0,0,0,0,1,11,6,80,1,0,0,0,8]} \\
& {[1,0,0,0,0,0,0,2,7,12,76,2,0,0,0,8]} \\
& {[1,0,0,0,0,0,0,3,3,18,72,3,0,0,0,8] .}
\end{aligned}
$$

Hence we cannot get contradictions but we have collected much information for the structure of array. It gives us a hope that we succeed in construction $O A(108,15,3,3)$ array.

Structure of $O A(1458,16,3,5)$
In this case we compute only one possible internal distribution:

$$
\mathbf{p}=(1,0,0,0,0,0,0,0,270,320,0,0,840,0,0,0,27)
$$

which dominates only one inner distribution of $C_{0}$, namely

$$
\mathbf{p}^{0}=(1,0,0,0,0,0,0,135,140,0,0,210,0,0,0)
$$

Then

$$
\overline{\mathbf{p}}=(0,0,0,0,0,0,0,135,180,0,0,630,0,0,0,27)
$$

is external distribution for $C_{1} \cup C_{2}$ and

$$
\mathbf{p}=(1,0,0,0,0,0,0,0,135,315,140,0,630,210,0,0,27)
$$

is internal distribution for $C$.
Unfortunately we cannot obtain nonexistence since $\mathbf{p}$ and $\overline{\mathbf{p}}$ pass all our tests. But repeating the procedure with resudual carrays $C_{0}$ and $C$ we collect very rich knowdledge about the structure of $O A(1458,16,3,5)$.

Our investigation is in development but our approach demonstrates effectiveness. We find it perspective.

## Chapter 3

## Covering radius

Another connection between codes and orthogonal arrays is covering radius. The covering radius of an orthogonal array $C$ is the minimum of the numbers $\rho$ such that every point of the Hamming space $H(n, q)$ is within distance $\rho$ of at least one point in $C$; that is, it is the smallest radius such that closed balls of that radius centered at the points of $C$ have all of $H(n, q)$ as their union ( see [10, 11]). This chapter is based on the paper [5]. After giving some preliminary result, we obtain analytically upper bounds for the covering radius of a given orthogonal array depend on its other parameters and these we have done by investigations of the set of all feasible distance distributions of the corresponding orthogonal arrays. For the special case of a ternary orthogonal array $(q=3)$, using a procedure for reduction of the possible distance distributions of orthogonal array to improve the bound by 1 under certain assumptions.

### 3.1 Some Preliminaries

One of the important problem for investigation is to find the covering radius of a given orthogonal array. If several orthogonal arrays are available, all with the same parameters (length, alphabet size, strength, cardinality), one way to choose between them is to pick the one with the smallest covering radius. An orthogonal array with a small covering radius has the property that no potential treatment combination is too far from one that is actually used. Several papers by Tietäväinen [44, 43], Laihonen-Litsyn [20, 21, and Fazekas-Levenstein [24] have investigated the relationship between the strength of an orthogonal array to its covering radius.

Definition 3.1.1. Let $C$ be an orthogonal array $O A(M, n, q, t)$. The covering radius $\rho(C)$ is the maximal Hamming distance of any potential vector not in the
array from the closest vector of C, i.e.,

$$
\rho(C):=\max _{x \in \mathcal{A}^{n}} \min _{y \in C} d(x, y) .
$$

Where $C \subset H_{q}^{n}$ is an orthogonal array of strength $t$. The minimum distance $d(C)$ of $C$ are defined, as usual, by

$$
d(C):=\min _{x, y \in C, x \neq y} d(x, y) .
$$

The relation between the distance distributions of $C$ and its covering radius is based on the following fact. If

$$
J:=\max \left\{j: p_{0}=\cdots=p_{j}=0 \text { and } p_{j+1} \neq 0\right\}
$$

is the maximum taken over all present distance distributions $\mathbf{p}(\mathbf{x})=\left(p_{0}, p_{1}, \ldots, p_{n}\right), \mathbf{x} \notin$ $C$, then $\rho(C)=J+1$. If the existence of $C$ is undecided or we know that it exists but it is unknown whether all feasible distance distributions are actually realized, we have the inequality $\rho(C) \leq J+1$, which is our initial source of upper bounds for $\rho(C)$.

### 3.2 Bounds for the covering radius

We will work with the system (iv) in Theorem 2.1.2. It is convenient to denote the rows and columns of the matrices bellow from 0 to $t$ and 0 to $n$, respectively, instead of the usual from 1 to $t+1$ and 1 to $n+1$, respectively. So Theorem 2.1.2 (iv) can be written as

$$
\begin{equation*}
A_{s} p^{\tau}=a \tag{3.1}
\end{equation*}
$$

where

$$
A_{s}=\left(a_{m l}\right)=\left(\binom{l-s}{m}\right)
$$

is a $(t+1) \times(n+1)$ matrix. The vector $a=\left(a_{0}, a_{1}, \ldots, a_{t}\right)^{\tau}$ is determined by

$$
a_{m}=\frac{M}{q^{n}} \sum_{i=0}^{n}\binom{n}{i}\binom{i-s}{m}(q-1)^{i},
$$

where $m=0, \ldots, t$. Columns of $A_{s}$ corresponding to $l=s, \ldots, s+t$ form a $(t+$ 1) $\times(t+1)$ matrix $R_{t}=\left(r_{i j}\right)=\binom{j}{i}$. Multiplying the system (3.1) with $R_{t}^{-1}=$
$\left((-1)^{i+j}\binom{j}{i}\right)$ (see [26] ) we get the system

$$
\begin{equation*}
B p^{\tau}=b \tag{3.2}
\end{equation*}
$$

where $B=R_{t}^{-1} A_{s}=\left(b_{m l}\right)$ and $b=R_{t}^{-1} a=\left(b_{0}, \ldots, b_{t}\right)^{\tau}$.
We have already found better expression for the coefficients $b_{m l}$ in Theorem 2.3.1([4). In contrast, the coefficients $b_{m}$ do not have one, except for some values of the parameters $s$ and $m$, like in the next assertion.

Thus $B=\left(U_{1} I_{t+1} U_{2}\right)$, where

- $U_{1}=\left(b_{m l}\right)$ is a $(t+1) \times s$ matrix $(l=0, \ldots, s-1)$;
- $U_{2}=\left(b_{m l}\right)$ is a $(t+1) \times(n-s-t)$ matrix $(l=s+t+1, \ldots, n)$;
- $I_{t+1}$ is the identity $(t+1) \times(t+1)$ matrix, placed in columns $l=s, \ldots, s+t$.

To prove our bounds for covering radius we choose to work with $s=n-t$. This makes the situation simpler, since there is only one matrix $U_{1}$ and we write it as $U$, i.e.

$$
\begin{equation*}
B p^{\tau}=b, \text { and } B=\left(U I_{t+1}\right)=\left(b_{m l}\right), \tag{3.3}
\end{equation*}
$$

where $b=\left(b_{m}\right), m=0,1, \ldots, t, l=0,1, \ldots, n$.
We can express now the coefficients $b_{0}$ and $b_{1}$, which will be needed later.
Corollary 3.2.1. For given parameters $M, n, q, t, s=n-t$, and $\lambda=M / q^{t}$ the following hold:
(i) $b_{0}=\lambda\binom{n}{t}$;
(ii) $b_{1}=-\lambda\binom{n}{t-1}(n-t-q+1)$.

Proof. (i) We consecutively obtain

$$
\begin{aligned}
b_{0} & =\lambda q^{t-n} \sum_{i=0}^{n}\binom{n}{i}\binom{n-i}{t}(q-1)^{i} \text { since } m=0 \\
& =\lambda q^{t-n}\binom{n}{t} \sum_{i=0}^{n}\binom{n-t}{i}(q-1)^{i} \\
& =\lambda q^{t-n}\binom{n}{t} q^{n-t} \\
& =\lambda\binom{n}{t}
\end{aligned}
$$

We used the identity $\binom{n}{m}\binom{n-m}{p}=\binom{n}{p}\binom{n-p}{m}$ (see [33]) and $\binom{n-t}{i}=0$ when $i>n-t$.
(ii) We obtain that

$$
\begin{aligned}
b_{1} & =\lambda q^{t-n} \sum_{i=0}^{n}\binom{n}{i}\binom{i-n+t}{1}\binom{n-i}{t-1}(q-1)^{i} \\
& =\lambda q^{t-n} \sum_{i=0}^{n}(i-n+t)\binom{n}{i}\binom{n-i}{t-1}(q-1)^{i} \\
& =-\lambda q^{t-n}\binom{n}{t-1} \sum_{i=0}^{n}(n-i-t)\binom{n-t+1}{i}(q-1)^{i} \\
& =-\lambda q^{t-n}\binom{n}{t-1}\left[\sum_{i=0}^{n}(n-t)\binom{n-t+1}{i}(q-1)^{i}-\sum_{i=0}^{n} i\binom{n-t+1}{i}(q-1)^{i}\right] \\
& =-\lambda q^{t-n}\binom{n}{t-1}\left[(n-t) q^{n-t+1}-\sum_{i=0}^{n}\binom{n-t+1}{i}\binom{i}{1}(q-1)^{i}\right] \\
& =-\lambda q^{t-n}\binom{n}{t-1}\left[(n-t) q^{n-t+1}-(n-t+1)(q-1) \sum_{i=0}^{n}\binom{n-t}{i-1}(q-1)^{i-1}\right] \\
& =-\lambda q^{t-n}\binom{n}{t-1}\left[(n-t) q^{n-t+1}-(n-t+1)(q-1) q^{n-t}\right] \\
& =-\lambda q^{t-n}\binom{n}{t-1}(n-t-q+1) q^{n-t} \\
& =-\lambda\binom{n}{t-1}(n-t-q+1) .
\end{aligned}
$$

We used that $\binom{n}{m}\binom{m}{p}=\binom{n}{p}\binom{n-p}{m-p}([33])$ and $\binom{n-t+1}{i}=0$, if $i>n-t+1$.

The next theorem gives the first bounds on covering radius for a given orthogonal array.

Theorem 3.2.2. Let $C$ be an $O A(M, n, q, t)$ having covering radius $\rho(C)$. Then

$$
\rho(C) \leq n-t .
$$

Proof. It is enough to prove that every distance distribution of the type

$$
\mathbf{p}(\mathbf{v})=(\underbrace{0, \ldots, 0}_{n-t}, p_{n-t}, \ldots, p_{n})
$$

of $C$ has $p_{n-t} \neq 0$. In fact, in this case the system (3.3) has a unique solution of
this type and it is given by

$$
\mathbf{p}(\mathbf{v})=(\underbrace{0, \ldots, 0}_{n-t}, b_{0}, \ldots, b_{t+1}) .
$$

It follows from Corollary 3.2.1 (i) that $b_{0}=\lambda\binom{n}{t} \neq 0$ whenever $\lambda>1$ and $n>t$.
The uniqueness of the solution in the proof of Theorem 3.2.2 allows further improvements.

Theorem 3.2.3. Let $C$ be an $O A(M, n, q, t)$ having covering radius $\rho(C)$. If $n-t>q-1$, then

$$
\rho(C) \leq n-t-1
$$

Proof. Suppose that $\rho(C)=n-t$, i.e. the bound of Theorem 3.2 .2 is achieved. Then the only solution of (3.3),

$$
\mathbf{p}(\mathbf{v})=(\underbrace{0, \ldots, 0}_{n-t}, p_{n-t}, \ldots, p_{n})=(\underbrace{0, \ldots, 0}_{n-t}, b_{0}, \ldots, b_{t+1})
$$

is the distance distribution of (every) external point, where the covering radius is realized. Therefore the numbers $b_{i}, i=0, \ldots, n$, are integers in the interval $[0, M]$. However, Corollary 3.2.1 (ii) shows that

$$
b_{1}=-\lambda\binom{n}{t-1}(n-t-q+1)<0
$$

whenever $n-t>q-1$. This contradicts to our assumption, so the required inequality holds true.

We present some examples with known orthogonal arrays.

Example 3.2.4. An $O A(54,5,3,3)$ is shown in (40]) with distance distribution with maximum number of zeros in the beginning being

$$
(0,0,20,0,30,4)
$$

Thus $\rho(C)=2$ which attains the bound of Theorem 3.2.2.

$$
\rho(C) \leq n-t=5-3=2
$$

(note that $n-t=q-1$ here and the argument of Theorem 3.2.3 can not be applied).

Example 3.2.5. Three constructions of $O A(18,7,3,2)$ are described in ([16, (34]). The distance distribution for these OAs with maximum number of zeros in the beginning is

$$
(0,0,0,0,14,0,0,4),
$$

so we have $\rho(C)=4$. Now $n-t=7-2>3-1=q-1$ and Theorem 3.2.3 can be applied; moreover, its bound is attained in this case,

$$
\rho(C) \leq n-t=7-2-1=4
$$

### 3.3 Improvement of the covering radius' bounds

In this section we will use the described already algorithm ( $[7,8,26, ~ 4, ~ 4, ~ 3])$ that reduce the possible distance distributions for a given $O A(M, n, q, t)$. The reason is that a given orthogonal array is related with some derived from it orthogonal arrays and some conditions for distance distributions have to be satisfied.

Let $C$ be an $O A(M, n, q, t)$ and we can assume that $C$ contains the all-zero vector. Let $\stackrel{\rightharpoonup}{C}$ be the orthogonal array obtained from $C$ by deleting the first column. Denote by $C_{i}, i=0,1, \ldots, q-1$ the set obtained by taking all rows of $C$ with the $i$-th element of $\mathcal{A}$ in the first column and then deleting the first column. $\left(C_{0}\right.$ corresponds to 0 in the first column). Then $\stackrel{\mathrm{V}}{C}$ is $O A(M, n-1, q, t)$ and $C_{i}$ is an $O A(M / q, n-1, q, t-1)$.

We compute all possible distance distributions of $C, C_{i}, \stackrel{\mathrm{v}}{C}$ using algorithm described in [26], and any other necessary arrays derived from $C$.

Let $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \in C$, i.e., $\mathbf{c}_{0}=\left(c_{2}, \ldots, c_{n}\right) \in C_{0}$ or $C_{i}$. The distance distribution of $C$ with respect to $\mathbf{c}$ is $\mathbf{p}(\mathbf{c})=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ and the distance distribution of $C_{0}$ (or $C_{i}$, respectively) with respect to $\mathbf{c}_{0}$ is $\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)$.

Let us denote the covering radius of $C, C_{i}, \stackrel{\mathrm{v}}{\mathrm{C}}$ and $C_{1} \cup \cdots \cup C_{q-1}$ by $\rho(C), R^{i}, \stackrel{\mathrm{v}}{R}$ and $\bar{R}$, respectively. We show an example of how relations between $C$ and its related provide new bounds for $\rho(C)$.

Theorem 3.3.1. Let $C$ be an $O A(M, n, q, t)$ with covering radius $\rho(C)$.
If $n>2(t+q-1)$, then

$$
\rho(C) \leq n-t-2 .
$$

Proof. Since

$$
n-t>t+2(q-1)>q-1,
$$

Theorem 3.2.3 implies that $\rho(C) \leq n-t-1$.

Let us assume that equality is attained, i.e. $\rho(C)=n-t-1$. Thus a distance distribution of $C$ is a solution of the system (3.3) so

$$
\mathbf{p}(\mathbf{c})=(\underbrace{p_{0}=0, \ldots, p_{n-t-2}=0}_{n-t-1}, \underbrace{p_{n-t-1}, \ldots, p_{n}}_{t+2}),
$$

where $p_{n-t-1} \geq 0$.

It follows from Corollary 2.4.1 (ii) that the above vector $\mathbf{p}(\mathbf{c})$ with deleted first coordinate has to dominate a distance distribution

$$
\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=\left(p_{0}^{0}, p_{1}^{0}, \ldots, p_{n-1}^{0}\right)
$$

of $C_{0}$. This means that there is a distance distribution of $C_{0}$ of the form

$$
\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=(\underbrace{0, \ldots, 0}_{n-t-2}, p_{n-t-1}^{0}, \ldots, p_{n-1}^{0})
$$

and the covering radius $R^{0}$ is greater than or equal to $n-t-2$. Note that $\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)$ is a solution of (3.3) for the parameters of $O A\left(\frac{M}{q}, n-1, q, t-1\right)$ and the same

$$
\lambda^{0}=\frac{M}{q} \cdot \frac{1}{q^{t-1}}=\lambda
$$

Moreover, we have $p_{n-t-1}^{0}=0$ whence it follows that

$$
R^{0}=n-t-1=\rho(C) .
$$

Indeed, if we assume that $p_{n-t-1}^{0}>0$, then the distance distribution of $C_{1} \cup \cdots \cup C_{q-1}$

$$
\begin{aligned}
\overline{\mathbf{p}}\left(c_{0}\right) & =\left(p_{1}-p_{1}^{0}, \ldots, p_{n-1}-p_{n-1}^{0}, p_{n}\right) \\
& =(\underbrace{0, \ldots, 0}_{n-t-2}, 0-p_{n-t-1}^{0}, \ldots, p_{n-1}-p_{n-1}^{0}, p_{n})
\end{aligned}
$$

will have a negative entry $\bar{p}_{n-t-2}=-p_{n-t-1}^{0}<0$, a contradiction. We note that $C_{1} \cup \cdots \cup C_{q-1}$ has parameters $O A\left(\frac{(q-1) M}{q}, n-1, q, t-1\right)$.
Therefore the covering radii of $C$ and $C_{0}$ are equal, i.e. $\rho(C)=R^{0}=n-t-1$, and corresponding distance distributions are

$$
\mathbf{p}(\mathbf{c})=(\underbrace{0, \ldots, 0}_{n-t-1}, \underbrace{p_{n-t-1}, \ldots, p_{n}}_{t+2})
$$

for parameters $O A(M, n, q, t)$,

$$
\mathbf{p}^{0}\left(\mathbf{c}_{0}\right)=(\underbrace{0, \ldots, 0}_{n-t-1}, \underbrace{p_{n-t}^{0}, \ldots, p_{n-1}^{0}}_{t+1})
$$

for parameters $O A(M / q, n-1, q, t-1)$,

$$
\overline{\mathbf{p}}\left(\mathbf{c}_{0}\right)=(\underbrace{0, \ldots, 0}_{n-t-2}, \underbrace{p_{n-t-1}, p_{n-t}-p_{n-t}^{0}, p_{n}, \ldots, p_{n-1}-p_{n-1}^{0}, p_{n}}_{t+2})
$$

for parameters $O A\left(\frac{(q-1) M}{q}, n-1, q, t-1\right)$ and

$$
\bar{\lambda}=\frac{\frac{(q-1) M}{q}}{q^{t-1}}=(q-1) \lambda .
$$

The distance distribution $\overline{\mathbf{p}}\left(\mathbf{c}_{0}\right)$ of $C_{1} \cup \cdots \cup C_{q-1}$ is a solution of the corresponding system (3.3) for these parameters, which we denote by $\bar{B} \bar{p}^{\tau}=\bar{b}$. The first equation of this system is

$$
\begin{equation*}
\bar{b}_{0, n-t-2} \bar{p}_{n-t-2}+\bar{b}_{0, n-t-1} \bar{p}_{n-t-1}+\bar{p}_{n-t}=\bar{b}_{0} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{gathered}
\bar{p}_{n-t-2}=p_{n-t-1}, \bar{p}_{n-t-1}=p_{n-t}-p_{n-t}^{0}, \\
\bar{p}_{n-t}=p_{n-t+1}-p_{n-t+1}^{0}
\end{gathered}
$$

and

$$
\bar{b}_{0}=(q-1) \lambda\binom{n-1}{t-1}
$$

from Corollary 3.2.1 (i) for $C_{1} \cup \cdots \cup C_{q-1}$.
Let us denote $p_{n-t-1}=x$ for short. Our goal is to express and to show that the number $\bar{p}_{n-t}=x-p_{n-t+1}^{0}$ is negative under the assumption $n>2(t+q-1)$, obtaining this way the desired contradiction. We find the remaining parameters from first equations of the system (3.3) written for the corresponding parameters as follows.

First $p_{n-t}$ is expressed from the first equation of system (3.3) for parameters $O A(M, n, q, t)$, i.e. we have

$$
b_{0, n-t-1} x+p_{n-t}=b_{0}
$$

which is equivalent to

$$
(t+1) x+p_{n-t}=\lambda\binom{n}{t}
$$

Therefore

$$
p_{n-t}=\lambda\binom{n}{t}-(t+1) x
$$

Since $p_{n-t} \geq 0$, we upperbound $x$ by

$$
x \leq \frac{\lambda\binom{n}{t}}{t+1}=\frac{\lambda n}{t(t+1)}\binom{n-1}{t-1} .
$$

Next, $p_{n-t}^{0}$ is found from the first equation in the system (3.3) for parameters $O A(M / q, n-1, q, t-1)$, i.e.

$$
p_{n-t}^{0}=b_{0}^{0}=\lambda\binom{n-1}{t-1}
$$

We substitute in (3.4) and obtain the equation

$$
\begin{aligned}
\frac{t(t+1)}{2} x+t\left(\lambda\binom{n}{t}-(t+1) x\right. & \left.-\lambda\binom{n-1}{t-1}\right) \\
& +p_{n-t+1}-p_{n-t+1}^{0}=(q-1) \lambda\binom{n-1}{t-1} .
\end{aligned}
$$

After simplifications we obtain

$$
\begin{aligned}
\bar{p}_{n-t} & =p_{n-t+1}-p_{n-t+1}^{0} \\
& \leq \frac{\lambda}{2}\binom{n-1}{t-1}(2 t+2(q-1)-n)
\end{aligned}
$$

It is obvious now that the inequality $n>2(t+q-1)$ from the theorem's condition implies $\bar{p}_{n-t}<0$. This contradicts to the assumption that $\rho(C)=n-t-1$, so we conclude that $\rho(C) \leq n-t-2$.

We again present examples with known orthogonal arrays.

Example 3.3.2. For $O A(27,13,3,2)$ a construction in 40 shows that the distance distribution with maximum number of zeros in the beginning is

$$
[0,0,0,0,0,0,0,13,0,0,13,0,0,1]
$$

so $\rho(C)=7$. For these parameters the bound of Theorem 3.3.1 gives

$$
\rho(C) \leq 13-2-2=9
$$

Example 3.3.3. For $O A(36,13,3,2)$ a construction in 40 gives a distance distribution with maximum number of zeros in the beginning as

$$
[0,0,0,0,0,0,0,10,14,0,6,4,0,2]
$$

so $\rho(C)=7$. For these parameters the bound of Theorem 3.3.1 is

$$
\rho(C) \leq 13-2-2=9
$$

Example 3.3.4. For $O A(729,14,3,4)$ a construction in 40$]$ shows that the distance distribution with maximum number of zeros in the beginning is

$$
[0,0,0,0,0,14,42,42,133,126,210,70,84,0,8]
$$

so $\rho(C)=5$. For these parameters the bound of Theorem 3.3.1 gives

$$
\rho(C) \leq 14-4-2=8
$$

In conclusion we can say that the technique we use looks promising but further restrictions should be added. For example, combination of extensive use of the methods from [7] and [8] and the observation $\rho(C) \leq J+1$ from the beginning can produce good bounds in many particular cases.
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