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Abstract

We establish a two-term strong converse inequality for the rate of
approximation of generalized sampling operators by means of the classical
moduli of smoothness. It is of the same order as an already known direct
estimate. We combine both estimates to derive the saturation property
and class of this approximation operator. The particular cases of kernel
functions—the central B-splines, linear combinations of translates of B-
splines, and the Bochner-Riesz kernel, are demonstrated.
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1 Introduction

In approximation theory, the Bernstein operator bears a significant role to prove
the well-known Weierstrass approximation theorem via a simple constructive
method for the case C (I) , I := [0, 1] , which is the space of all continuous
functions defined on I. In fact, the interval I can be translated to any compact
interval of R. Hence, roughly speaking, the Bernstein operator of order n is a
mapping from C (I) to Pn (I) := Span

{
1, x, x2, . . . , xn

}
.

An extension of the compact interval I in an approximation process to an
unbounded interval, but only the non-negative real semi axis I := [0,∞) , was
given by Baskakov [12], Favard [27], Mirakjan [38] and Szász [45] via transforms
which are based on expansion of exponential functions.

For the counterpart of Bernstein polynomials in case of continuous func-
tions on the whole real axis, the generalized sampling operator has been con-
sidered. The sampling operator aims to reconstruct a function f by its sam-
ple values at some discrete points and the pioneer of such a construction is
the Whittaker-Kotelnikov-Shannon sampling theorem [28, 29]. A generalized
version of Whittaker-Kotelnikov-Shannon sampling theorem was developed at



RWTH Aachen by P. L. Butzer and his school in the late 1970s [17, 40, 43].
More precisely, the generalized sampling operator is defined by

(1.1) (Gχ
wf)(x) :=

∑
k∈Z

f

(
k

w

)
χ(wx− k), x ∈ R, w > 0,

where f : R → R is any function such that the above series is convergent for
every x ∈ R, and the function χ : R → R (called the kernel of the operator)
denotes a continuous, discrete approximate identity which satisfies suitable as-
sumptions. The generalized sampling operator and its various forms are impor-
tant not only from a theoretical point of view, but they also have fundamental
applications in signal and image processing [4, 5, 13, 39].

One of the most important tasks in approximation theory is to establish
strong converse inequalities. Such a result for the Bernstein operators in terms
of a strong converse inequality of type A (classification of Ditzian and Ivanov
[24]) was independently proved by Knoop and Zhou [33] and Totik [47]. As an
immediate consequence of a strong converse inequality for a given approximation
process, it is possible to determine the saturation order and class of the process.
An earlier description of the saturation class of the Bernstein operators was
established in [35] (or see [36, p. 102]). We also refer the readers to [34] about
similar partial results.

On the other hand, the studies on inverse inequalities and the saturation
order and class of the generalized sampling type operators are very limited in
literature. They are mostly available under certain specific assumptions on the
kernel [3, 19], or, particularly, for the generalized sampling Kantorovich operator
[11, 21, 22].

In the present paper, we consider the above mentioned problem for a more
general class of kernel functions. To do this, first, in the next section, we
recall some required facts of the sampling theory and necessary tools. Next,
a direct estimate for Gχ

w by means of the modulus of smoothness is stated
in Theorem 3.1. Further, we give a strong converse estimate of the rate of
approximation by Gχ

w in Theorem 3.3. As a result of these theorems, we obtain
Corollary 3.4, in which the saturation class of Gχ

w and its invariant elements
are described. Section 4 is devoted to basic estimates—a Voronovskaja-type
and two Bernstein-type inequalities, which we need to prove our main results.
Section 5 contains proofs of the main results. In Section 6 we illustrate the
general theorems by considering several examples of kernel functions, namely,
B-splines, linear combinations of their translates, and the Bochner-Riesz kernel.

2 Preliminaries and basic assumptions

Let C(R) denote the space of the continuous (not necessarily bounded) functions
on R, CB(R) the space of the continuous bounded functions on R, and UCB(R)
the space of the uniformly continuous and bounded functions on R. Further, let
∥ ◦ ∥ stand for the uniform norm in CB(R). Let Cm(R) and CBm(R) be the
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spaces of the functions that are m-times differentiable on R whose derivatives
are continuous, respectively, continuous and bounded on R. Also, as usual,
L(R) denotes the space of the Lebesgue summable functions on R. Throughout
the paper c stands for positive constants, not necessarily the same at each
occurrence, which are independent of the considered function and the operator
order.

For any function χ : R → R and s ∈ N0, the function ms, defined by

mχ
s (u) :=

∑
k∈Z

χ (u− k) (k − u)s, u ∈ R,

is called the discrete moment of the function χ of order s; and the number Mσ,
σ ≥ 0, defined by

Mχ
σ := sup

u∈R

∑
k∈Z

|χ (u− k) | |k − u|σ,

is called the discrete absolute moment of the function χ of order σ.

Definition 2.1. A function χ : R → R is called a kernel if it satisfies the
following assumptions:

(χ1) χ is continuous on R,

(χ2) mχ
0 (u) = 1 for every u ∈ R,

(χ3) there exists σ ≥ 0, such that the discrete absolute moments of order σ,
Mχ

σ is finite.

It follows from [20, Lemma 2.1. (i)] that Mχ
γ < +∞ for every 0 ≤ γ ≤ σ if

χ satisfies the assumptions (χ1) and (χ3) .
It is known (see [40, Lemma 1 and Corollary 1]) that if χ satisfies (χ1) and

the series
∑

k∈Z |χ(u − k)| is uniformly convergent on [0, 1], then Mχ
0 is finite

and Gχ
wf ∈ CB(R) for all f ∈ CB(R) and w > 0, as

(2.1) ∥Gχ
wf∥ ≤ Mχ

0 ∥f∥.

Thus {Gχ
w}w is a family of uniformly bounded linear operators, mapping CB(R)

into itself. On the other hand, in view of assumption (χ2), Gχ
wf = f for every

f ≡ const and all w > 0.
The modulus of smoothness of order s ∈ N+ of f ∈ CB(R) is defined for

t > 0 by
ωs(f, t) := sup

0≤h≤t
∥∆s

hf∥,

where ∆hf(x) := f(x+h)−f(x), x, h ∈ R, and ∆s
h := ∆h(∆

s−1
h ). The expanded

form of ∆s
hf is

∆s
hf(x) =

s∑
ℓ=0

(−1)ℓ
(
s

ℓ

)
f(x+ (s− ℓ)h), x ∈ R.
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Let Lip(1, UCB) denote the Lipschitz space, consisting of the functions f ∈
UCB(R) with ω1(f, t) = O(t); or, equivalently, the functions f ∈ UCB(R), for
which there exists Cf ∈ R such that |f(x + h) − f(x)| ≤ Cfh for all x ∈ R
and h > 0. We will also need the space W s

∞(R), which consists of the functions
f : R → R with locally absolutely continuous derivatives up to order s− 1 such
that f (s) is essentially bounded on R. As is known (see e.g. [23, Chapter 6,
Theorem 3.1 and Chapter 2, Theorem 9.3]), f ∈ W s

∞(R) iff ωs(f, t) = O(ts).
The K-functional of order s ∈ N+ is defined for f ∈ CB(R) and t > 0 by

Ks(f, t) := inf
g∈CBs(R)

{
∥f − g∥+ t∥g(s)∥

}
.

It is known (see e.g. [23, Chapter 6, Theorem 2.4]) that there exists a positive
constant c such that for all f ∈ CB(R) and all t > 0 there holds

(2.2) c−1ωs(f, t) ≤ Ks(f, t
s) ≤ c ωs(f, t).

3 Main results

This section consists of the main results of the paper. We first state a direct
estimate for the generalized sampling operators Gχ

w for functions belonging to
CB(R). Secondly, a converse estimate of the rate of approximation by Gχ

w is
presented. Combining these two estimates, we obtain a saturation result as a
corollary.

Ries and Stens [40, Theorem 3] showed that if χ is a kernel according to Def-
inition 2.1 with σ = s ∈ N+, the series

∑
k∈Z |χ(u− k)| is uniformly convergent

on [0, 1], and mχ
j (u) ≡ 0, j = 1, . . . , s− 1, then

(3.1) ∥Gχ
wf − f∥ ≤ Mχ

s

s!ws
∥f (s)∥, f ∈ CBs(R), w > 0.

This estimate was stated in [10, Remark 2.3, b)], and previously established
under certain more restrictive assumptions on the kernel in [19, Theorem 2].

Estimate (3.1) can be generalized, by means of a short standard argument,
which also uses (2.1), to the following direct inequality for all f ∈ CB(R).

Theorem 3.1. Let χ be a kernel according to Definition 2.1 with σ = s ∈ N+,
and the series

∑
k∈Z |χ(u − k)| is uniformly convergent on [0, 1]. Further, let

mχ
j (u) ≡ 0, j = 1, . . . , s−1 . Then for all f ∈ CB(R) and all w > 0 there holds

(3.2) ∥Gχ
wf − f∥ ≤ c ωs(f, 1/w).

For the sake of completeness, we give the short proof of this theorem in
Section 5.

Let us explicitly mention that if the kernel χ satisfies the assumptions of
Theorem 3.1, then this theorem and a well-known property of the modulus of
smoothness (see e.g. [23, Chapter 2, (7.12)]) imply (cf. (3.1))

(3.3) ∥Gχ
wf − f∥ = O(w−s), f ∈ W s

∞(R).
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Remark 3.2. As is known, for f ∈ CB(R), we have ωs(f, t) → 0 as t → 0+ iff
f is uniformly continuous on R. Thus, though (3.2) is valid for all f ∈ CB(R),
it implies the convergence of Gχ

wf to f in the uniform norm on R only if f is
uniformly continuous on R. On the other hand, (3.6) below implies that if f is
not uniformly continuous on R, then ∥Gχ

wf − f∥ ̸→ 0 as w → ∞.

The estimate in Theorem 3.1 in the case s = 1 was previously established in
[40, Theorem 2] (see also [16, Theorem 3(b)]). Another form is presented with
the absolute constant on the right given explicitly in [10, Theorems 2.1 and
2.2, and Remark 2.3, a)]. General s were considered in [40, Corollary 2] and
[16, Theorem 3(c)], where, however, the result was stated for functions, which
are continuously differentiable up to order s, and by means of the modulus
of continuity of their s-th derivative. Also, estimate (3.2) was established for
certain types of kernels in [30, 31, 32, 46]. Its analogue using the averaged
modulus of smoothness [42], extended for functions on R in [6], was given in [7,
Theorem 4.3].

Our main goal is to establish the following converse estimate of the rate of
approximation by Gχ

w.

Theorem 3.3. Let s ∈ N+. Let χ ∈ Cs+1(R) be such that mχ
0 (u) ≡ 1, mχ

j (u) ≡
0, j = 1, . . . , s− 1, mχ

s (u) ≡ const ̸= 0, and Mχ
s+1,M

χ(s+1)

s < +∞. Also, let the
series

(3.4)
∑
k∈Z

|χ(j)(u− k)|, j = 1, . . . , s, and
∑
k∈Z

|χ(s+1)(u− k)||u− k|s−1

be uniformly convergent on [0, 1]. Then there exists r > 0 such that for all
f ∈ CB(R) and all w, v > 0 with v ≥ rw there holds

(3.5) ωs(f, 1/w) ≤ c
( v

w

)s

(∥Gχ
wf − f∥+ ∥Gχ

v f − f∥) .

In particular,

(3.6) ωs(f, 1/w) ≤ c (∥Gχ
wf − f∥+ ∥Gχ

rwf − f∥) .

Earlier, a strong converse inequality, involving the supremum of ∥Gχ
v f − f∥

for v ≥ w (that is a strong converse inequality of type D in the terminology
of [24]), was proved in [19, Lemma 2] for spline kernels. An equivalence re-
lation between the norm of the approximation error of Gχ

w and a modulus of
smoothness was proved in [3, Theorem 6] in the multivariate case under certain
assumptions on the kernel. Theorem 3.3 includes kernels not covered there and
vice versa (in the one dimensional case).

In combination with the direct inequality (3.2) (or (3.3)), Theorem 3.3 im-
plies the following saturation result.

Corollary 3.4. Let s ∈ N+. Let χ ∈ Cs+1(R) be such that mχ
0 (u) ≡ 1, mχ

j (u) ≡
0, j = 0, . . . , s − 1, mχ

s (u) ≡ const ̸= 0, and Mχ
s+1,M

χ(s+1)

s < +∞. Also, let
the series in (3.4) be uniformly convergent on [0, 1]. Then the approximation
process {Gχ

w}w is saturated in UCB(R) with order O(w−s), its saturation class
is W s

∞(R) and its invariant elements are the constant functions.
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In particular, in the case s = 1 we have that {Gχ
w}w is saturated in UCB(R)

with order O(1/w) and its saturation class is Lip(1, UCB).
Previously, the optimal rate of approximation of {Gχ

w}w was established for
certain types of kernels (see e.g. [19, Theorem 4]), or can be derived from the
converse estimates cited after Theorem 3.3, but under certain specific assump-
tions on the kernel. Dryanov [25, 26] settled it for the Fejér kernel. Also, the
characterization of the rate of approximation by generalized sampling operators
can be reduced to estimating convolution operators for certain classes of kernels
by means of the equivalence results in [14, p. 27] (or [18, Theorem 3.5(3)]) and
[18, Theorem 4.3(5)].

4 Basic estimates

To establish the strong converse inequality (3.5), we will apply [24, Theorem
3.2]. To this end, besides (2.1), we need a Voronovskaja-type inequality and two
Bernstein-type inequalities.

First, we establish a quantitative Voronovskaja-type inequality.

Proposition 4.1. Let χ be a kernel according to Definition 2.1 with σ = s+1,
where s ∈ N+. Let also mχ

j (u) ≡ 0, j = 1, . . . , s − 1, and mχ
s (u) ≡ const ̸= 0.

Then for all f ∈ CBs+1(R) and all w > 0 there holds∥∥∥∥Gχ
wf − f − mχ

s

s!ws
f (s)

∥∥∥∥ ≤
Mχ

s+1

(s+ 1)!ws+1
∥f (s+1)∥.

A pointwise Voronovskaja inequality in terms of the least concave majorant
of the modulus of continuity of f (s) was established in [10, Theorem 2.8]. A
Voronovskaja convergence formula was given in [21, Theorem 4.1]. The case
s = 2 was considered in [8] (see also [9]).

Proof of Proposition 4.1. This estimate is easily established by means of Tay-
lor’s formula. We have

(4.1) f(t) =

s∑
j=0

f (j)(x)

j!
(t− x)j +Rs,xf(t), x, t ∈ R,

where we have set

Rs,xf(t) :=
1

s!

∫ t

x

(t− u)sf (s+1)(u) du.

We apply the linear operator Gχ
w to both sides of (4.1), regarding t as the

variable and x fixed. Thus, after taking into consideration (χ2) and mχ
j (u) ≡ 0,

j = 1, . . . , s− 1, we arrive at

(4.2) Gχ
wf(x)− f(x)− mχ

s

s!ws
f (s)(x) = Gχ

w(Rs,xf)(x), x ∈ R.
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Let us estimate the right-hand side. We have for any x ∈ R that

|Gχ
w(Rs,xf)(x)| ≤

1

s!

∑
k∈Z

∣∣∣∣∣
∫ k/w

x

∣∣∣∣ kw − u

∣∣∣∣s |f (s+1)(u)| du

∣∣∣∣∣ |χ(wx− k)|

≤ ∥f (s+1)∥
s!

∑
k∈Z

∣∣∣∣∣
∫ k/w

x

(
k

w
− u

)s

du

∣∣∣∣∣ |χ(wx− k)|

=
∥f (s+1)∥

(s+ 1)!ws+1

∑
k∈Z

|k − wx|s+1|χ(wx− k)|

≤
Mχ

s+1

(s+ 1)!ws+1
∥f (s+1)∥.

Now, the assertion of the proposition follows from (4.2).

Next, we will establish two Bernstein-type inequalities.

Proposition 4.2. Let s ∈ N+. Let χ ∈ Cs(R) be such that the series∑
k∈Z

|χ(j)(u− k)|, j = 1, . . . , s,

are uniformly convergent on [0, 1], and Mχ
0 < +∞. Then Gχ

wf ∈ CBs(R) for
all f ∈ CB(R) and all w > 0, as, moreover,

(4.3) ∥(Gχ
wf)

(s)∥ ≤ Mχ(s)

0 ws∥f∥.

Proof. Since the series
∑

k∈Z |χ(j)(u−k)|, j = 1, . . . , s, are uniformly convergent
on [0, 1], then their sums are 1-periodic and the series are uniformly convergent
on the compact intervals of R. Therefore, using also χ ∈ Cs(R), Mχ

0 < +∞ and
that f is bounded on R, we get Gχ

wf ∈ Cs(R), the series defining Gχ
wf can be

differentiated term-by-term s times on R and

(Gχ
wf)

(s)(x) = ws
∑
k∈Z

f

(
k

w

)
χ(s)(wx− k), x ∈ R;

hence (4.3) readily follows. Let us note that Mχ(s)

0 < +∞ because the sum
of

∑
k∈Z |χ(s)(u − k)| is a continuous 1-periodic function, as it follows from

χ(s) ∈ C(R) and the uniform convergence of the series.
To complete the proof of Gχ

wf ∈ CBs(R), it remains to show that the func-
tions (Gχ

wf)
(j)(x), j = 1, . . . , s − 1, are bounded on R. This follows from

Gχ
wf, (G

χ
wf)

(s) ∈ CB(R) and the well-known inequality for the intermediate
derivatives (see e.g. [23, Chapter 2, Theorem 5.6])

|g(j)(x)| ≤ c
(
∥g∥+ ∥g(s)∥

)
, x ∈ R, j = 1, . . . , s− 1,

where c is a constant and g ∈ Cs(R) is such that g, g(s) ∈ CB(R).
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Proposition 4.3. Let s ∈ N+. Let χ ∈ Cs+1(R) be such that the series∑
k∈Z

|χ(j)(u− k)|, j = 1, . . . , s+ 1,

are uniformly convergent on [0, 1], mχ(s+1)

j (u) ≡ 0 for j = 0, . . . , s − 1, and

Mχ
0 ,M

χ(s+1)

s < +∞. Then Gχ
wf ∈ CBs+1(R) for all f ∈ CBs(R) and all

w > 0, as, moreover,

(4.4) ∥(Gχ
wf)

(s+1)∥ ≤ Mχ(s+1)

s

s!
w ∥f (s)∥.

Proof. Just as in the proof of the previous proposition we verify that Gχ
wf ∈

Cs+1(R) and

(4.5) (Gχ
wf)

(s+1)(x) = ws+1
∑
k∈Z

f

(
k

w

)
χ(s+1)(wx− k), x ∈ R.

We expand f(k/w) by Taylor’s formula at the point x to get

f

(
k

w

)
=

s−1∑
j=0

f (j)(x)

j!

(
k

w
− x

)j

+
1

(s− 1)!

∫ k/w

x

(
k

w
− u

)s−1

f (s)(u) du.

Then, taking into account that mχ(s+1)

j (u) ≡ 0 for j = 0, . . . , s− 1, we get from
(4.5) the relation

(Gχ
wf)

(s+1)(x)

=
ws+1

(s− 1)!

∑
k∈Z

∫ k/w

x

(
k

w
− u

)s−1

f (s)(u) duχ(s+1)(wx− k), x ∈ R.

Therefore,

|(Gχ
wf)

(s+1)(x)| ≤ ws+1∥f (s)∥
(s− 1)!

∑
k∈Z

∣∣∣∣∣
∫ k/w

x

(
k

w
− u

)s−1

du

∣∣∣∣∣ |χ(s+1)(wx− k)|

≤ Mχ(s+1)

s

s!
w ∥f (s)∥, x ∈ R.

Finally, we show that (Gχ
wf)

(j)(x), j = 1, . . . , s, are also bounded on R just
as in the proof of Proposition 4.2.

5 Proof of the main results

For the sake of completeness, we give the proof of the direct estimate of the rate
of approximation of Gχ

w stated in Theorem 3.1.
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Proof of Theorem 3.1. The argument, which verifies the direct inequality (3.2)
is quite standard—it is based on the Jackson-type inequality in (3.1) and the
equivalence of the moduli of smoothness to the K-functionals given in (2.2).

By virtue of (2.1) and (3.1), we have for any g ∈ CBs(R) and w > 0 that

∥Gχ
wf − f∥ ≤ ∥Gχ

w(f − g)∥+ ∥Gχ
wg − g∥+ ∥g − f∥

≤ (Mχ
0 + 1)∥f − g∥+ Mχ

s

s!ws
∥g(s)∥

≤
(
1 +Mχ

0 +
Mχ

s

s!

)(
∥f − g∥+ 1

ws
∥g(s)∥

)
.

Taking the infimum on g ∈ CBs(R), we arrive at

(5.1) ∥Gχ
wf − f∥ ≤

(
1 +Mχ

0 +
Mχ

s

s!

)
Ks(f, w

−s), w > 0.

Now, the assertion of the theorem follows from the right inequality in (2.2).

We proceed to the proof of our main results.

Proof of Theorem 3.3. First, we observe that Mχ
s+1 < +∞ implies Mχ

0 ,M
χ
s−1 <

+∞, and Mχ(s+1)

s < +∞ implies Mχ(s+1)

s−1 < +∞.

We set g1(u) := us−1χ(u) and g2(u) := us−1χ(s+1)(u). SinceMg1
0 = Mχ

s−1 <

+∞ and Mg2
0 = Mχ(s+1)

s−1 < +∞, then g1, g2 ∈ L(R) (see e.g. [40, Lemma 1,
(2.3)]).

Also, since the series
∑

k∈Z |χ(s+1)(u− k)||u− k|s−1 is uniformly convergent

on [0, 1], then so are the series
∑

k∈Z |χ(s+1)(u− k)||u− k|j for j = 0, . . . , s− 2;

hence mχ(s+1)

j ∈ C(R), j = 0, . . . , s− 1.

Now, mχ
j (u) ≡ const, j = 0, . . . , s−1, imply mχ(s+1)

j (u) ≡ 0 for j = 0, . . . , s−
1 (see e.g. [1, Lemma 3] and its proof).

Thus, estimate (2.1) holds and the hypotheses of Propositions 4.1, 4.2 and
4.3 are satisfied.

We apply [24, Theorem 3.2] to the operators Gχ
w, as n = w, k = v, X =

CB(R) is equipped with the uniform norm on R, Y = CBs(R) and Z =
CBs+1(R).

Relation (2.1) shows that [24, (3.3)] is satisfied.
By virtue of Proposition 4.1, we have that [24, (3.4)] holds with λ(w) =

|mχ
s |/(s!ws), Df = −[sgnmχ

s ]f
(s), λ1(w) = Mχ

s+1/((s + 1)!ws+1) and Φ(f) =

∥f (s+1)∥.
Next, Proposition 4.3 with Gχ

wf in place of f yields [24, (3.5)] with m = 2,

ℓ = 1 and A = Mχ
s+1M

χ(s+1)

s /((s+ 1)! |mχ
s |).

Finally, Proposition 4.2 implies [24, (3.6)].
We determine r > 0 so that we have

A
λ(w)

λ(v)

λ1(v)

λ1(w)
=

Mχ
s+1M

χ(s+1)

s

(s+ 1)! |mχ
s |

w

v
≤ 1

2
for v ≥ rw.
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Now, [24, Theorem 3.2] yields (3.5).

Proof of Corollary 3.4. If ∥Gχ
wf − f∥ = o(w−s), then, by virtue of (3.6), we

have ωs(f, t) = o(ts). This implies that f is an algebraic polynomial of degree
at most s− 1 (see e.g. [23, Chapter 2, Proposition 7.1]), but since it is bounded
on R, it is constant and hence Gχ

wf = f . Thus f is an invariant element of
{Gχ

w}w.
To complete the proof that {Gχ

w}w possesses the saturation property and its
optimal approximation order is O(w−s), it remains to observe that, clearly, there
exists a noninvariant element f ∈ UCB(R) such that ∥Gχ

wf−f∥ = O(w−s)—by
Theorem 3.1 (or see (3.3)) any function f in W s

∞(R), which is not identically
constant, is such. Let us note that this theorem is applicable since Mχ

s+1 < +∞
implies Mχ

s < +∞.
Let us show that the saturation class of {Gχ

w}w is W s
∞(R). Indeed, Theo-

rem 3.1 implies (3.3) and if ∥Gχ
wf−f∥ = O(w−s), then, by virtue of Theorem 3.3

(in particular, (3.6)), we have ωs(f, t) = O(ts); hence f ∈ W s
∞(R) (see e.g. [23,

Chapter 6, Theorem 3.1 and Chapter 2, Theorem 9.3]).

6 Examples

We will illustrate the general results we established by several concrete well-
known kernels. In order to evaluate the discrete moments of the kernel, we will
use the Poisson summation formula (see e.g. [15, pp. 201–202]), which implies
that if the function ujχ(u) is in L(R), then the Fourier series of mχ

j (u) is

(−i)j
∑
k∈Z

χ̂(j)(2πk)ei2πku.

The Fourier transform of χ ∈ L(R) is defined by

χ̂(v) :=

∫
R
χ(u) e−ivudu, v ∈ R.

Let us note that, if χ satisfies (χ1) and Mχ
0 is finite, then χ ∈ L(R) (see e.g.

[40, Lemma 1]).
This approach to evaluating the discrete moments is quite standard (see e.g.

[19, Lemmas 2 and 3] and [16, Theorem 3(b)]).

6.1 B-spline kernels

One of the well-known examples of duration limited kernels is given by the
central B-splines of order n ∈ N+, defined by

(6.1) Bn (x) :=
1

(n− 1)!

n∑
j=0

(−1)
j

(
n

j

)(n
2
+ x− j

)n−1

+
, x ∈ R,
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where (x)
k
+ := max

{
xk, 0

}
, x ∈ R; see [41, p. 176] or [2, 48]. Clearly, Bn (x) has

finite support—the interval
[
−n

2 ,
n
2

]
, and it is bounded for all n; also Bn ∈ C(R)

for n ≥ 2.
The Fourier transform of Bn is (see e.g. [19, (5.2.10)])

B̂n (v) =

(
sin(v/2)

v/2

)n

, v ∈ R.

Therefore, if n ≥ 3, then

(6.2) B̂(j)
n (2πk) =



1, k = j = 0,

0, k ∈ Z, k ̸= 0, j = 0

0, k ∈ Z, j = 1,

− n

12
, k = 0, j = 2,

0, k ∈ Z, k ̸= 0, j = 2.

Now, by means of the Poisson summation formula we arrive at

mBn
0 (u) = 1, mBn

1 (u) = 0, mBn
2 (u) =

n

12
, u ∈ R.

Hence the conditions concerning the discrete moments of the kernel in Theo-
rem 3.3 and Corollary 3.4 hold for Bn with s = 2. Since Bn is bounded and of
finite support, then MBn

3 < +∞.

Finally, we have Bn ∈ C3(R) if n ≥ 5, as B
(j)
n , j = 1, 2, 3, are of finite

support. Consequently, we trivially have that M
B′′′

n
2 < +∞ and the series in

(3.4) with χ = Bn are uniformly convergent on [0, 1].
Thus, Theorem 3.3 and Corollary 3.4 are applicable with s = 2 and they

yield the following result.

Corollary 6.1. Let Bn be the centeral B-spline given in (6.1) with n ≥ 5. Then
there exists r > 0 such that for all f ∈ CB(R) and all w, v > 0 with v ≥ rw,
there holds

ω2(f, 1/w) ≤ c
( v

w

)2 (
∥GBn

w f − f∥+ ∥GBn
v f − f∥

)
.

In particular,

ω2(f, 1/w) ≤ c
(
∥GBn

w f − f∥+ ∥GBn
rw f − f∥

)
.

Furthermore, the approximation process {GBn
w }w is saturated in UCB(R) with

order O(w−2), its saturation class is W 2
∞(R) and its invariant elements are the

constant functions.

6.2 Kernels of linear combinations of translates of B-splines

To obtain a kernel with higher order zero moments, we can apply [19, Theorem
3]. In particular, Bardaro et. al [10, Section 4, II] considered the combination

11



of translations of B-splines
(6.3)

φn (u) :=
(
3− n

24

)
Bn (x− 1) +

( n

12
− 3

)
Bn (x− 2) +

(
1− n

24

)
Bn (x− 3) ,

where n ≥ 3. The Fourier transform of φn is

(6.4) φ̂n (v) = B̂n (v)
((

3− n

24

)
e−iv +

( n

12
− 3

)
e−2iv +

(
1− n

24

)
e−3iv

)
.

As in the previous subsection, it can be obtained for n ≥ 4 that (see [10, Section
4, II])

mφn

1 (u) = mφn

2 (u) = 0, mφn

3 (u) = −6 +
n

2
, u ∈ R.

On the other hand, φn is bounded and has compact support—the interval[
1− n

2 , 3 +
n
2

]
, which immediately yields that Mφn

4 < +∞.
Consequently, the conditions on the moments of the kernel in Theorem 3.3

and Corollary 3.4 hold for φn, n ≥ 4, n ̸= 12, with s = 3.
Just as in the previous subsection we see that if n ≥ 6, then φn ∈ C4(R),

M
φ(4)

n
3 < +∞ and the series in (3.4) with χ = φn are uniformly convergent on

[0, 1].
Now, Theorem 3.3 and Corollary 3.4 with s = 3 imply

Corollary 6.2. Let φn be defined by (6.3) with n ≥ 6 and n ̸= 12. Then there
exists r > 0 such that for all f ∈ CB(R) and all w, v > 0 with v ≥ rw, there
holds

ω3(f, 1/w) ≤ c
( v

w

)3

(∥Gφn
w f − f∥+ ∥Gφn

v f − f∥) .

In particular,

ω3(f, 1/w) ≤ c (∥Gφn
w f − f∥+ ∥Gφn

rwf − f∥) .

Furthermore, the approximation process {Gφn
w }w is saturated in UCB(R) with

order O(w−3), its saturation class is W 3
∞(R) and its invariant elements are the

constant functions.

Remark 6.3. If n = 12 in the previous corollary, since mφ12

3 (u) is also equal
to 0 for all u, and mφ12

4 (u) ≡ const ̸= 0 (see [10, Section 4, II]), then, similarly,
it is established that {Gφ12

w }w is saturated in UCB(R) with order O(w−4) and
its saturation class is W 4

∞(R).

6.3 The Bochner-Riesz kernels

The Bochner-Riesz kernel is defined by

(6.5) bγ (x) :=
2γ√
2π

Γ (γ + 1) |x|−
1
2−γ

J 1
2+γ (|x|) for γ > 0,
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where Jλ is the Bessel function of order λ (see [15, p. 467], or [44, pp. 170–171]).
It is well known that the Fourier transform of bγ is (see e.g. [15, p. 468])

b̂γ (v) =

{(
1− v2

)γ
, |v| ≤ 1,

0, |v| > 1.

Since Jλ(x) = O(|x|−1/2), as x → ±∞ (see e.g. [37, p. 204]), then bγ(x) =
O(|x|−γ−1), as x → ±∞. Thus, u2bγ(u) belongs to L(R) for γ > 2 and, in the
light of the Poisson summation formula, we have

mbγ

0 (u) = 1, mbγ

1 (u) = 0, mbγ

2 (u) = 2γ, u ∈ R.

Thus, the conditions concerning the discrete moments of the kernel in Theo-
rem 3.3 and Corollary 3.4 hold with s = 2, provided γ > 2.

Furthermore, since bγ(u) = O(|u|−γ−1), as u → ±∞, then M bγ

3 < +∞ for
γ > 3 (see [8]).

It remains to observe that bγ ∈ C∞(R) and, since J ′
λ(x) = (Jλ−1(x) −

Jλ+1(x))/2 (see e.g. [37, p. 48]), then (bγ)(j)(x) = O(|x|−γ−1), as x → ±∞;
hence the series in (3.4) with χ = bγ and s = 2 are uniformly convergent on

[0, 1] for any γ > 1, and M
(bγ)′′′

2 < +∞ for any γ > 2.
Now, Theorem 3.3 and Corollary 3.4 with s = 2 imply the following result.

Corollary 6.4. Let bγ be the Bochner-Riesz kernel, defined in (6.5) with γ > 3.
Then there exists r > 0 such that for all f ∈ CB(R) and all w, v > 0 with
v ≥ rw, there holds

ω2(f, 1/w) ≤ c
( v

w

)2 (
∥Gbγ

w f − f∥+ ∥Gbγ

v f − f∥
)
.

In particular,

ω2(f, 1/w) ≤ c
(
∥Gbγ

w f − f∥+ ∥Gbγ

rwf − f∥
)
.

Furthermore, the approximation process {Gbγ

w }w is saturated in UCB(R) with
order O(w−2), its saturation class is W 2

∞(R) and its invariant elements are the
constant functions.
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[17] P.L. Butzer, W. Splettstösser, A sampling theorem for duration limited
functions with error estimates, Inform. Contr. 34 (1977), 55–65.
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